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Abstract

Dynamics and Stability of Rolling Viscoelastic Tires

by

Trevor Potter

Doctor of Philosophy in Applied Mathematics

University of California, Berkeley

Professor Jon Wilkening, Chair

Current steady state rolling tire calculations often do not include treads because treads
destroy the rotational symmetry of the tire. We describe two methodologies to compute time
periodic solutions of a two-dimensional viscoelastic tire with treads: solving a minimization
problem and solving a system of equations. We also expand on work by Oden and Lin on
free spinning rolling elastic tires in which they disovered a hierachy of N -peak steady state
standing wave solutions. In addition to discovering a two-dimensional hierarchy of standing
wave solutions that includes their N -peak hiearchy, we consider the effects of viscoelasticity
on the standing wave solutions. Finally, a commonplace model of viscoelasticity used in our
numerical experiments led to non-physical elastic energy growth for large tire speeds. We
show that a viscoelastic model of Govindjee and Reese remedies the problem.
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Chapter 1

Introduction

The design and modeling of rolling tires is an industrially and socially important engineering
problem. Every year in the US, approximately 300 to 375 million tires are replaced [5]. Many
of these replacements are due to a complex fracture process [25, 13], for which we would like
a methodology to compute the internal strains of the tire. To do this, one must solve the
nonlinear equations of elasticity and for more accuracy, incorporate viscoelastic effects. Due
to the complex geometry involved, the finite element method is preferred. The problem is
often formulated using a change of variables that allows a time-independent computation of
the steady state stresses of the rolling tire [22, 4, 24, 26, 19, 12, 20, 27, 14]. This problem
is well studied, but the literature only addresses tires with tread patterns that are invariant
with the respect to rotation of the tire, while in practice, tread patterns are more complex.

1.1 Treaded tires and time periodic solutions

For a treaded tire, the change of variables commonly used to solve the steady state problem
is no longer possible. That choice of change of variables relies on the radial symmetry of
the reference configuration which is destroyed by the addition of treads. While most tires
exhibit tread patterns that are not invariant with respect to the rotation of the tire, we
exploit the fact that tread patterns are typically periodic with respect to the rotation of
the tire. That is, if one rotates the tire by some angle θ, the treads will line up with their
original position. The upshot is that although we cannot search for steady state solutions
of the treaded tire problem, we are able to search for time periodic solutions. Time periodic
solutions of PDE have been studied by Wilkening and Ambrose [2, 1], and we follow their
method of defining a nonlinear functional of the initial conditions which measures the error
between the initial condition and the solution to the PDE evaluted at a later time T , the
proposed period. Minimizing this functional allows us to find time periodic solutions of
treaded tires and investigate the stresses occuring at different regions of the treads. We
also propose a Newton-Krylov method to solve a system of equations that solves the time
periodic problem.
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1.2 Bifurcations from steady state solutions

When searching for a steady state solution to a free-spinning tire, we expect to find a radially
symmetric solution. However, Oden and Lin [24] discovered that for tire speeds higher than
a certain critical value ωc, there exist many more solutions that bifurcate from the radially
symmetric solution. They posited that there is a hierarchy of solutions with N peaks and that
as we approach the speed ωc from above, we find N -peak solutions where N is monotonically
increasing toward infinity. We show that there are solutions outside of this hierarchy, which
appear to be N -peak solutions, but display more radial complexity. Our results suggest
there is an entire two-dimensional hierarchy of N -peak solutions that includes the hiearchy
of Oden and Lin.

Oden and Lin discovered these bifurcations by linearizing the steady state equations
about the radially symmetric solution and observing when the corresponding Jacobian ma-
trix becomes singular. The null-space of the Jacobian indicates bifurcation directions toward
N -peak solutions. In contrast, we track eigenvectors of the Jacobian matrix corresponding
to bifurcations toward N -peak solutions and observe when their corresponding eigenvalues
become zero. This is particularly useful when viscoelasticity is added, for which we used
the viscoelastic model of Govindjee and Simo [15]. In that case, we discover the Jacobian
matrix never becomes singular and hence no bifurcations are found. However, the eigenvec-
tors corresponding to the N -peak solutions still persist, but their corresponding eigenvalues
never become zero due to a real component. We expect that the real component of these
eigenvectors is negative due the damping effect of viscoelasticity. This is indeed the case for
low tire speeds, but we observe that the real component of the eigenvectors corresonding to
the N -peak solutions increases as the tire speed increases, and eventually becomes positive
for a fast enough tire speed. This surpising result led us to reconsider our viscoelastic model.

1.3 A comparison of viscoelastic models for the

spinning tire

Following the discovery of eigenvalues with positive real part for the free spinning viscoelastic
model, we evolve the tire for various initial conditions at the tire speed corresponding to the
positive real part eigenvalues. We observe that for every initial condition we try, the elastic
energy of the tire increases exponentially. In contrast, with no viscoelasticity, the elastic
energy of the system remains bounded for all time. Thus at high tire speeds, the viscoelastic
model described in [15] displays nonphysical behavior.

This viscoelastic model is based on a model of Simo [31] which is found in many finite
element codes. Similar approaches were used in [17, 18]. However, in [28] Govindjee and
Reese noted that the model of Simo has not been proven to satisfy the 2nd Law of Ther-
modynamics and the linearity of the model restricts its validity to strain states near elastic
equilibrium. This is consistent with our observations, since at higher speeds the tire moves
farther from elastic equilibrium. To address these issues Govindjee and Reese proposed a
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new viscoelastic model in [29] for which the 2nd Law of Thermodynamics can be proven.
We repeat our computations with this model and observe none of the elastic energy growth
we observed with the model of Govindjee and Simo. This provides evidence that the vis-
coelastic model of Govindjee and Reese [29] is appropriate for modeling viscoelastic effects
in materials far from elastic equilibrium.

1.4 Layout of the present work

We begin the present work by describing the equations of elasticity and our viscoelastic
model in chapter 2. The tire is modeled as a compressible Mooney-Rivlin material. The
stored energy function Ψ depends on the three invariants of the Cauchy-Green deformation
tensor. Rubber is often modeled as an incompressible material, but instead we model it as
compressible with a bulk modulus several orders of magnitude larger than the shear modulus.
We incorporate viscoelasticity into our model following the work of Govindjee and Simo [15].
This entails adding independent variables to our model that represent the viscoelastic effects
and couple to our original equations of elasticity. Our model system is a two-dimensional
annulus and we use plane strain to reduce the three-dimensional equations. The choices
of compressible versus incompressible, two-dimensional versus three-dimensional, and plane
strain versus plane stress are made in order to make the problem more computationally
tractable. Periodic treads on the tire are described by a sinusoidal perturbation of the outer
edge of the tire for which we can vary the amplitude and frequency of the treads (See Fig.
2.1). The addition of a road is modeled by a strong traction force that is applied if the
tire boundary penetrates beneath the surface of the road. Finally, in chapter 2 we also
describe the weak form of the equations and their linearization. These allow us to apply the
finite element method as well as compute derivatives needed for numerical minimization and
root-finding algorithms.

We turn to the formulation of a time periodic solution to the tire problem in chapter 3,
as well as our formulation of the steady state problem. Many previous works [22, 4, 24, 26,

19, 12, 20, 27, 14] use a change of variables X̃ = R(t)X, where R(t) is the rotation matrix
describing the rotation of the tire up to time t. The equations of motion are then reformulated
with this change of variables, and the steady state solution to the spinning tire becomes a
static problem, i.e. the transformed motion of the tire under this change of variables, φ̃,
satisfies φ̃(X̃, t) = φ̃(X̃, 0) for all time. The formulation of a time periodic solution is

similar: φ̃(X̃, T ) = φ̃(X̃, 0), where T is the period. However, we cannot use this change
of variables with the treaded tire, since R(t)X only maps back onto the reference domain
for discrete values of t, and hence the reformulated evolution equations are not defined.
Instead, we consider the untransformed motion, φ, and define a time periodic solution to
satisfy φ(RT(T )X,T ) = φ(X, 0). We also show that the viscoelastic stress tensor Q, an
independent variable in the viscoelastic model, must satisfy RQ(RT(T )X,T )RT = Q(X, 0).

However, we do use the change of variables X̃ = R(t)X to describe our approach to solving
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the steady state problem. This is particularly useful because it is easy to show that the
transformed motion φ̃ is Hamiltonian in the absence of viscoelasticity.

Chapter 4 describes the numerical methods we employ. The finite element method is our
core numerical tool to describe the rolling tire and its evolution. We use non-isoparametric,
isogeometric quartic elements. An 8th order Runge-Kutta method is used to evolve the
motion of the tire. When computing time periodic solutions, we evolve an initial condition
φ(X, 0) until time T to obtain φ(X,T ). We would like to compare φ(RT(T )X,T ) to the
initial condition φ(X, 0). However, because φ(RT(T )X,T ) may not align with our finite ele-
ment mesh, we use a Fourier series representation of the solution to compute φ(RT(T )X,T ).
To compute time periodic functions we describe two methods. The first is to minimize a
nonlinear functional using the Levenberg-Marquardt algorithm which requires dense linear
algebra. This second is to solve a system of equations using a Newton-Krylov method, which
only requires matrix-vector products. To solve the steady state equations we use Newton’s
method which requires solving Ax = b for sparse A. When investigating the stability and
bifurcations about steady state solutions, we compute eigenvalues of a sparse matrix using
ARPACK. Finally, we discuss the use of parallelization in our algorithms.

Our results are discussed in chapter 5. Typical computations of time periodic solutions,
steady state solutions, and eigenvalus problems are described, including choices of parameters
and computational resources needed. Based on our computation of a time periodic solution
for a treaded tire with a road, we investigate the internal stresses at material points in the
tire such as in the tread troughs, on the tread crests, or near the hub of the tire. We can
plot the evolution of these stresses as the treaded tire makes a full revolution. The time
periodic method captures structural frequencies of the material, which we demonstrate by
finding a time periodic motion of an oval-like viscoelastic body and comparing its observed
oscillations with its structural frequencies as determined by an eigenvalue analysis.

Next, we turn to the eigenvalue analysis of bifurcations from steady state solutions with no
road. We linearize our differential operator about radially symmetric steady state solutions
and plot the smallest eigenvalues while varying the tire speed. In the elastic case, we observe
only imaginary eigenvalues, some of which correspond to the N -peak eigenvectors found by
Oden and Lin [24], in addition to more complicated eigenvectors that Oden and Lin did
not report. The corresponding eigenvalues pass through 0 and lead to bifurcations from
the radially symmetric steady state solution. A spectral decomposition shows that the
additional eigenvectors possess more radial complexity than those found by Oden and Lin.
When viscoelasticity is added, we observe similar eigenvectors, except their corresponding
eigenvalues have non-zero real part and hence do not correspond to bifurcations from the
radially symmetric steady state solution. The real parts of these eigenvalues are negative
but increase with the tire speed until they become positive.

Finally, we describe the viscoelastic model proposed by Govindjee and Reese [29] and
compare it with Govindjee and Simo’s model. Evolving the equations of motion demonstrates
the the exponential growth of the elastic energy with Govindjee and Simo’s model. A
mesh refinement study indicates that the exponential growth is not a numerical artifact. In
contrast, stability of the elastic energy is observed for the model of Govindjee and Reese
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using the same initial conditions. We note that the model of Govindjee and Reese poses
no extra numerical difficulties and we repeat some time periodic computations using their
model. We also repeat our eigenvalue computations and observe that the real part of the
eigenvalues corresponding to the N -peak solutions remains negative, bounded away from
zero, and decreasing as the tire speed increases.
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Chapter 2

Continuum Mechanics: Viscoelastic
Materials

2.1 Kinematics

We present the equations of three-dimensional elasticity, following Marsden and Hughes [23].
Let B ⊂ R3 be a reference configuration for our elastic body. Assume our body undergoes a
motion which is described by a function x = φ(X, t), where X ∈ B are material points and
x ∈ R3 are spatial points. Given a time t, we denote the configuation of B by Bt = φ(B, t).
The velocity and acceleration of the motion φ are given by φ̇ and φ̈, respectively.

The 3 × 3 matrix of partial derivatives of φ is denoted F = Dφ. This matrix is called
the deformation gradient and its components are Fij = ∂φi/∂Xj.

2.2 Balance Laws

Let ρ(x, t) be the mass density of the deformed body at time t and let ρR(X) be the mass
density in the reference configuration. We assume conservation of mass for any subbody
C ⊂ B. For this, let Ct = φ(C, t) be the configuration of the subbody at time t. Then
conservation of mass can be written:∫

C
ρR(X) dX =

∫
Ct

ρ(x, t) dx . (2.1)

Applying the change of variables x = φ(X, t), we can compute∫
C
ρR(X) dX =

∫
C
ρ(x, t)J(X, t) dX , (2.2)

where J = det(F) is the Jacobian of φ. Since (2.1) holds true for any subbody C, ρR = Jρ.
Below, we assume ρR is constant.



CHAPTER 2. CONTINUUM MECHANICS: VISCOELASTIC MATERIALS 7

The body B experiences forces across any internal surface. We denote t(x, t,n) the force
per unit area across a surface through x with unit normal n and we call t the Cauchy
traction.

Then balance of momentum for a subbody C with boundary ∂C is:

d

dt

∫
Ct
ρφ̇ dx =

∫
∂Ct

t(x, t,n) da , (2.3)

where n is the unit normal to Ct.

2.3 The Cauchy stress tensor

Cauchy’s theorem states that t(x, t,n) is linear in n. We can write t(x, t,n) = σ(x, t)Tn,
where σ is a 3× 3 matrix called the Cauchy stress tensor. From balance of angular momen-
tum, it can be proven that σ is a symmetric tensor.

In terms of σ, balance of momentum becomes

d

dt

∫
Ct
ρφ̇ dx =

∫
∂Ct
σn da . (2.4)

2.4 The Reference configuration

For many numerical methods, it is convenient to work on a domain that is not moving in
time; hence, we restate balance of momentum in the reference frame. To this end, we define
the Piola transform T , which maps a vector field w(x, t) in the deformed configuration to
a vector field W(X, t) in the reference configuration by W = T (w) = JF−1w(x, t). The
factor of J is present because it leads to the following nice relationship:∫

∂Ct

w · n da =

∫
∂C

W ·N dA . (2.5)
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This can be proved by first showing through direct calculation that DIV JF−1 = 0 and using
this to verify that DIV W = J div w:

DIV W =
∂Wi

∂X i

=
∂(J ∂X

i

∂xj
wj)

∂X i

=
∂(J ∂X

i

∂xj
)

∂X i
wj + J

∂X i

∂xj
∂wj

∂X i

= 0 + J
∂X i

∂xj
∂wj

∂xk
∂xk

∂X i

= Jδkj
∂wj

∂xk

= J
∂wk

∂xk

= J div w .

(2.6)

Using the change of variables formula, we can then complete the proof of (2.5):∫
∂C

W ·N dA =

∫
C

DIV W dX

=

∫
C
J div w dX

=

∫
Ct

div w dx

=

∫
∂Ct

w · n da .

(2.7)

Similarly, for a tensor a and its Piola transform A we have∫
∂Ct

an da =

∫
∂C

AN dA , (2.8)

where the Piola transform for a tensor is defined as A = T (a) = JaF−T .
Using (2.5) and change of variables, we can restate balance of momententum (2.4) in the

reference configuration:
d

dt

∫
C
ρRφ̇ dX =

∫
∂C
JσF−TN dA . (2.9)

We define the first Piola-Kirkhhoff stress tensor to be the Piola Transform of σ, that is
P = T (σ) = JσF−T . Then balance of momentum becomes

d

dt

∫
C
ρRφ̇ dX =

∫
∂C

PN dA , (2.10)

with pointwise form
ρRφ̈ = DIV P . (2.11)
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2.5 Constitutive relations

We may solve (2.11) given a way to compute P based on the motion φ. A material is called
Cauchy elastic if P can be written as a function of X and the deformation gradient F. We
consider a subclass of Cauchy elastic materials called hyperelastic (or Green elastic) materials
for which there exists an elastic stored energy function Ψ(X,F) such that P(X,F) = ∂Ψ/∂F.
In coordinates, P(X,F)ij = (∂Ψ/∂Fij). We can justify that Ψ is an energy function by
defining the total energy to be

E(X,F, φ̇) =

∫
B

[ρR
2
φ̇ · φ̇+ Ψ(X,F)

]
dX (2.12)

and showing that E is constant in time. Assume either free boundary conditions or dirichlet
boundary conditions:

PN = 0 on ∂B (free boundary)

φ = φ̇ = 0 on ∂B (dirichlet boundary) ,
(2.13)

where N is the outward unit normal of ∂B. We discuss boundary conditions for the tire in
§2.9 below. We can now compute d

dt
E = 0 using our definitions above and integration by

parts:

d

dt
E =

d

dt

∫
B

ρR
2
φ̇ · φ̇+ Ψ(X,F)

=

∫
B
ρRφ̈ · φ̇+

∂Ψ

∂F
:
d

dt
F

=

∫
B
ρRφ̈ · φ̇+ P : Dφ̇

=

∫
B
ρRφ̈ · φ̇−

∫
B

DIV P · φ̇+

∫
∂B

PN · φ̇

=

∫
B

(
ρRφ̈−DIV P

)
· φ̇+ 0

= 0 .

(2.14)

Several assumptions about the elastic material reduce the possible energy functions Ψ.
Firstly, we assume the material is homogenous, so that Ψ and hence P do not depend
explicitly on X. Second, we assume material frame indifference, i.e. a rigid rotation of the
material should not change its elastic properties. This can be expressed as

P(VF) = VP(F) for all V , (2.15)

where V is a proper rotation matrix, i.e. V is orthogonal and det V = 1. This implies
Ψ(VF) = Ψ(F).



CHAPTER 2. CONTINUUM MECHANICS: VISCOELASTIC MATERIALS 10

Apply the polar decomposition of matrices to F and write F = TU, where T is a

rotation matrix and U =
√

FTF. We have that Ψ(F) = Ψ(U) and hence Ψ only depends

on F through C
def
= FTF. C is known as the right Cauchy-Green deformation tensor.

Thirdly, we assume our material has no preferred directions, or is isotropic. This is
expressed via P(FV) = P(F) for all V. Similar to frame indifference, we have Ψ(FV) =
Ψ(F).

Assuming frame indifference, homogeneity, and isotropy, we can restrict the form of
Ψ. The polar decomposition and eigenvalue decomposition for symmetric matrices implies
F = T

√
C = TVΛVT. T,V are rotation matrices and Λ is a diagonal matrix with entires

λi =
√
νi, where the νi are the eigenvalues of C. Applying frame indifference and isotropy,

Ψ(F) = Ψ(Λ). Hence, Ψ is a function of the eigenvalues νi of C and furthermore Ψ is
symmetric in the νi since the eigenvalues can appear in any order. Ψ can also be considered
as a function of the invariants I1, I2, I3 of C. We recall that the invariants of C are given by

I1 = tr C = ν1 + ν2 + ν3 ,

I2 = det C tr C−1 =
1

2
[(tr C)2 − tr C2] = ν1ν2 + ν1ν3 + ν2ν3 ,

I3 = det C = ν1ν2ν3 .

(2.16)

The invariants of C are also the coefficients of the characteristic polynomial of C, so they
completely determine the eigenvalues νi and vice-versa.

Since Ψ depends on F through C, using the chain rule, we can write

P =
∂Ψ

∂F
=
∂Ψ

∂C

∂C

∂F
= 2F

∂Ψ

∂C
. (2.17)

The tensor S = 2∂Ψ
∂C

is called the second Piola-Kirkhhoff stress tensor. It is symmetric, since

σ is symmetric and S = F−1P = F−1JσF−T .

2.6 The stored energy function

We choose the stored energy function Ψ(I1, I2, I3) to be

Ψ =
κ

4
(I3 − log I3 − 1) +

µ

2
(1− s) (I1 − log I3 − 3) +

µ

2
s (I2 − 2 log I3 − 3) . (2.18)

The first term penalizes for volume change. The constant κ is known as the bulk modulus
and measures the material’s resistance to compression and expansion. κ

4
(I3 − log I3 − 1)

goes to infinity as either I3 goes to zero or infinity. The second and third terms account
for shear stresses. They are chosen to be linear in I1 and I2 for simplicity. µ measures the
material’s resistance to shear and is known as the shear modulus. s ∈ [0, 1] can be chosen to
balance the two shear terms. The constants 1, 3 and 3 in each of the three terms are chosen
so that when C is the identity, each term of the energy is 0. The coefficients of log I3 in the
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second and third terms are chosen so that P(I) = 0, where I is the identity matrix. This
ensures that there are no stresses in the undeformed state.

Our stored energy function also satisfies requirements described in [3] and [30] to prove
that minimizers of our stored energy function exist. Namely, it can be shown that if s ∈ (0, 1),
Ψ is polyconvex, as defined in Ball [3], and Ψ satisfies the growth conditions of Müller, Qi,
and Yan [30]:

Ψ→∞ as I3 → 0+ ,

Ψ(I1, I2, I3) ≥ c1(I1 + I
3
4
2 )− c0 , c1 > 0 .

(2.19)

Given mixed traction-displacement boundary conditions, it is proved in [30] that there exist
minimizers to our stored energy function in an appropriate Sobelev space. In this work,
we are concerned with initial value evolution problems with more complicated boundary
conditions, where the existence theorems of Ball [3] and Müller, Qi, and Yan [30] do not
apply. However, those results suggest that our stored energy function is a sensible choice.

We compute the first Piola-Kirkhhoff stress tensor P(F) = ∂Ψ/∂F. First, we compute
∂Ii/∂C:

∂I1

∂C
= I ,

∂I2

∂C
= I1I−C ,

∂I3

∂C
= I3C

−1 . (2.20)

We then have:
∂Ψ

∂C
=
κ

4
(I3 − 1)C−1 +

µ

2
(1− s)(I−C−1) +

µ

2
s(I1I−C− 2C−1)

P =
∂Ψ

∂F
= 2F

∂Ψ

∂C

=
κ

2
(I3 − 1)F−T + µ(1− s)(F− F−T ) + µs(I1F− FC− 2F−T ) .

(2.21)

2.7 Viscoelastic model

We introduce viscoelasticity to our model, i.e. we add some mechanism by which stresses
that a material point experiences at time t1 will still have an effect at a later time t2. This
gives us a new constitutive model Ptotal = Pe + Pv, where Pv accounts for stresses arising
from viscoelasticity and Pe is the purely elastic consititive function described above.

Given the viscoelastic stress tensor Pv, below we will adopt a new notation to account
for the viscoelastic stresses. Pe and Se will refer to the purely elastic stress tensors already
described and Ψe will refer to the elastic stored energy function described above. P = Pe+Pv

will refer to the total first Piola-Kirkhhoff stress tensor while S = Se + Sv will refer to the

total second Piola-Kirkhhoff stress tensor, with Sv
def
= F−1Pv.

Our mechanism of viscoelasticity follows the model of Govindjee and Simo [15]. We
introduce the viscoelastic stress tensor

Q(t) =

∫ t

−∞
exp

(
−(t− s)

τ

)
Ṡe(s) ds . (2.22)
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By differentiating (2.22), we find that Q solves the differential equation

Q̇(t) = −1

τ
Q(t) + Ṡe(t) . (2.23)

If the weighting exp (−(t− s)/τ) was not present, Q(t) = Se(t). From the differential
equation (2.23), we see that Q(t) is driven by the term Ṡe to evolve as Se, with the weighting
contributing the damping term − 1

τ
Q(t). The parameter τ indicates how quickly the weight

goes to zero as one looks further back in time and how quickly changes in Se are damped
out. τ is called the relaxation time because it gives the timescale over which the material
relaxes, i.e. the timescale over which deformations away from equilibrium are damped out.

We incorporate Q into our model by setting Sv equal to Q, weighted by a paramter ν:

Sv(t) = νQ(t) . (2.24)

This implies that Pv is given by
Pv = FSv , (2.25)

which gives us the constitutive equation for viscoelasticity. Our new equations of motion are
given by

ρRφ̈ = DIV P = DIV[Pe + νFQ] . (2.26)

When evolving Q, we use the differential equation form (2.23) so that values of Ṡe from
past times do not need to be stored. According to the integral equation (2.22), in order
to define Q, the motion φ must be known for all previous times. To solve an initial value
problem beginning at t = 0, we specify an initial value Q0 = Q(X, 0), which is equivalent to
assuming that ∫ 0

−∞
exp

(
−(t− s)

τ

)
Ṡe(s) ds = Q0 . (2.27)

In order to evolve Q using the differential equation (2.23), we need to compute the time
derivative Ṡe. This can be expressed in terms of the deformation gradient F and the gradient
of the velocity Ḟ = Dφ̇. We compute:

Ċ = Ḟ
T
F + FTḞ

˙det C = det C tr(C−1Ċ)

˙C−1 = −C−1ĊC−1

Ṡe =
κ

2

[
( ˙det C)C−1 + (det C− 1) ˙C−1

]
+ µ(1− s)

(
− ˙C−1

)
+ µs

(
(tr Ċ)I− Ċ− 2 ˙C−1

)
.

(2.28)
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We note that the model of Govindjee and Simo [15] assumes that only viscous shear
stresses are important and uses the deviatoric operator DEV to define Q and Sv:

DEV(t)A
def
= A− 1

3
tr(AC(t))C(t)−1

Q(t) =

∫ t

−∞
exp

(
−(t− s)

τ

)
d

ds
(DEV(s)Se(s)) ds

Sv(t) = ν DEV(t)Q(t) .

(2.29)

For simplicity, we do not include the DEV operator into our model, but note that doing so
is feasible.

2.8 Two-dimensional formulation

We reduce the full three-dimensional equations in euclidean coordinates X = (X1, X2, X3)
to equations only involving X̆ = (X1, X2). Two common ways to perform this reduction are
known as plane stress and plane strain. We adopt plane strain, whereby we assume there is
no component of strain in the X3 direction. Thus the motion φ is of the form

φ(X1, X2, X3, t) = (φ1(X1, X2),φ2(X1, X2), X3, t) = (φ̆(X̆, t), X3) . (2.30)

F is of the form

 ∗ ∗ 0
∗ ∗ 0
0 0 1

 =

[
F̆ 0
0 1

]
, where F̆ is a 2× 2 matrix. Subsequently, if A is a

3× 3 matrix, Ă is defined to be its upper 2× 2 minor. Similarly, C is of the form

[
C̆ 0
0 1

]
.

We can compute that Se = 2∂Ψe/∂C is of the form

[
S̆e 0
0 ζS

]
, where ζS is a function only

of X1 and X2. From the definition of Q in (2.22), Q and hence Sv also have the same form

as Se. Finally, this implies that P = F(Se + Sv) has the form

[
P̆ 0
0 ζP

]
, where ζP is a

function only of X1 and X2. From the equations of motion

ρRφ̈ = DIV P , (2.31)

the third component of φ̈ is zero due to ζP being a function only of X1 and X2. This justifies
that solving the problem ρRφ̈ = DIV P with the constraint

φ(X1, X2, X3, t) = (φ̆(X̆, t), X3) (2.32)

is equivalent to solving the two-dimensional problem ρRφ̆tt = DIV P̆.
However, instead of computing the 3×3 matrix P and then extracting it’s upper left 2×2

minor P̆, we would like to do all computations with 2 × 2 matrices. This is easy since the
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definitions of F,C,Q, etc. above hold true for their counterparts F̆, C̆, Q̆ with one exception

arising from the fact that given a 3×3 matrix A of the form

[
Ă 0
0 1

]
, then tr A = tr Ă+1.

This implies that Ĭ1 should be defined as tr C̆ + 1 instead of tr C̆. Using this, we then make
the following definitions and redefinitions:

F̆ = Dφ̆

J̆ = det F̆

C̆ = F̆
T
F̆

Ĭ1 = tr C̆ + 1

Ĭ3 = det C̆

S̆e =
κ

2
(Ĭ3 − 1)C−1 + µ(1− s)(Ĭ− C̆

−1
) + µs(Ĭ1Ĭ− C̆− 2C̆

−1
)

Q̆(t) =

∫ t

−∞
exp

(
−(t− s)

τ

)
d

ds

(
˘̇Se(s)

)
dt

S̆v = νQ̆

P̆ = F̆(S̆e + S̆v) .

(2.33)

One can check that these definitions of F̆, S̆e, P̆ etc. agree with the definitions given
before as upper 2× 2 matrix minors. Hence we can compute P̆ and evolve φ̆ without 3× 3
matrix computations. For ease of notation, we will subsequently drop the breve and always
refer to the two-dimensional quantities and not their three-dimensional counterparts.

2.9 Domain and Boundary conditions

We model the two-dimensional smooth tire as an annulus about the origin with inner radius
r1 and outer radius r2. The reference configuration is then given by the set

B = {(X1, X2) | r1 ≤ ‖X‖2 ≤ r2} . (2.34)

The inner boundary Γh = {X| ‖X‖2 = r1} is called the hub and the outer boundary Γe =
{X| ‖X‖2 = r2} is called the edge.

Observe that the smooth tire above can be seen as the image of the set A = {(r, θ)| r1 ≤
r ≤ r2, 0 ≤ θ < 2π} under the polar coordinate map T (r, θ) = (r cos θ, r sin θ). To obtain a
treaded tire, we can perturb this map:

Tε,β(r, θ) = ψ(r, ε, β)(cos θ, sin θ)

ψ(r, ε, β) = r + ε(r − r1) cos(βθ) .
(2.35)

We define the reference configuration for the treaded tire to be Bε,β = Tε,β(A) with hub
Γh = {Tε,β(r, θ) | r = r1, 0 ≤ θ < 2π} and edge Γe = {Tε,β(r, θ) | r = r2, 0 ≤ θ < 2π} . We
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r1r2

hub

edge

hub

edge

Figure 2.1: The plot on the left shows the smooth tire corresponding to the reference domain
B. The plot on the right is a treaded tire corresponding to the reference domain B.1,8.

have chosen Tε,β so that at r1, Tε,β = T ; hence the hub is the same for the treaded and
smooth tires. However, the edge of the treaded tire is a circle with β bumps, or treads.

We prescribe the boundary conditions for the smooth and treaded tires. The tire is spun
at a speed ω along the hub so that

φ(X, t) = R(t)X on Γh , (2.36)

where R(t) is the rotation matrix given by

[
cos(ωt) − sin(ωt)
sin(ωt) cos(ωt)

]
. The time derivative of

R(t), which is needed below, is given by

Ṙ(t) = ω

[
− sin(ωt) − cos(ωt)
cos(ωt) − sin(ωt)

]
. (2.37)

On the edge, we either have a free surface or the tire is contacting the road. The free surface
is described by the absence of stresses in the outward normal direction along the boundary
of the reference configuration and given by the formula PN = 0.

Tire contact with the road is modeled by prescribing a force pushing against the edge of
the tire if the edge penetrates beneath the surface of the road. More specifically, let h > r1

be the distance from the x1-axis to the road, so that the road is lying along x2 = −h. If X
is a point on the edge and φ2 = φ2(X) < −h, we consider a force of magnitude δγ(−h−φ2)
per unit reference area in the x2 direction, e2. We apply this force at the point x = φ(X)
in the deformed configuration. In precise terms: at a point X on the edge with outward
normal N of the reference configuration, we have

PN = δγ(−h− φ2)e2 . (2.38)
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h

hub

edge

road

Figure 2.2: The plot above shows the positioning of the road and indicates the traction forces
experienced by the edge by vectors pointing upward. The vectors increase in magnitude the
deeper the tire penetrates the road. The direction of rotation is also indicated.

We require that γ(0) = 0 and γ be monotonically increasing. δ > 0 is a parameter we choose
to ensure that road is sufficiently strong so that there is little tire penetration into the road.

Both the free boundary condition and the road boundary condition on the edge can be
expressed as the single condition

PN = δγ(−h− φ2)e2 , (2.39)

if we choose γ such that γ(z) = 0 for z ≤ 0. We define

h = δγ(−h− φ2)e2 . (2.40)

Thus our boundary conditions are

φ(X, t) = R(t)X on Γh

PN = h on Γe .
(2.41)
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2.10 Weak formulation

Thus far, the partial differential equation we wish to solve is

ρRφ̈ = DIV P on B

Q̇ = −1

τ
Q + Ṡe on B ,

(2.42)

with boundary conditions

φ(X, t) = R(t)X on Γh

PN = h on Γe .
(2.43)

It is useful to reformulate the problem as first order differential equation, since our
numerical time stepping algorithms are designed for first order equations. We introduce
velocity as an independent variable ν, which must satisfy the boundary condition

ν(X, t) = Ṙ(t)X on Γh . (2.44)

The equations of motion become

φ̇ = ν on B
ρRν̇ = DIV P on B

Q̇ = −1

τ
Q + Ṡe on B ,

(2.45)

with boundary conditions

φ(X, t) = R(t)X on Γh

ν(X, t) = Ṙ(t)X on Γh

PN = h on Γe .

(2.46)

We express the weak form of these equations, which are needed to apply the finite element
method. We first define some function spaces: Let H be the Sobelev space of all functions
f : B → R2 which are square integrable and have a square integrable weak derivative. Let
Hhub be H restricted to those functions which are 0 on the hub. Let S be the space of
2 × 2 symmetric matrices and let HS be the corresponding sobelev space for matrix valued
functions K : B → S. Let H = H ×H ×HS and Hhub = Hhub ×Hhub ×HS.

We define our solution function space V: Given a final solution time T , let V be the set
of all (φ,ν,Q) ∈ H× [0, T ] such that φ(t) is twice continuously differentiable in time, and
ν(t) and Q(t) are once continuously differentiable in time. Our test function space is the set
of all triples (ζ, η,K) ∈ Hhub. Formally, we multiply (2.45) by the test functions, integrate,
and apply integration by parts to obtain
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∫
B
φ̇ · ζ =

∫
B
ν · ζ∫

B
ρRν̇ · η = −

∫
B

P : Dη +

∫
Γe

h · η∫
B

Q̇ : K =

∫
B

(
−1

τ
Q + Ṡe

)
: K .

(2.47)

We define a weak solution to (2.45) to be a triple (φ,ν,Q) ∈ V that satisfies (2.47) for all
(ζ, η,K) ∈ Hhub and for all t ∈ [0, T ]. Additionally, φ and ν must satisfy the boundary
conditions φ(X, t) = R(t)X, ν(X, t) = Ṙ(t)X. The boundary condition PN = h on Γe has
been incorporated via the term

∫
Γe

h · η arising from integration by parts.
We can consider the differential equation defined by (2.47) as a mapping from an initial

function triple (φ0,ν0,Q0) ∈ H to the evolved solution at time T , (φ(T ),ν(T ),Q(T )) ∈ H.
This defines a nonlinear mapping H→ H. When convenient, we denote the triples (φ,ν,Q)
as z and write z0 for initial conditions (φ0,ν0,Q0).

2.11 Linearization

We next compute the linearization of the weak form equations (2.47). First, we clarify our
notation: given a function f of z, we use the notation f̂ to denote the directional derivative
of f about the point z in a direction ẑ = (φ̂, ν̂, Q̂):

f̂
def
=

d

dε

∣∣∣
ε=0

f(z + εẑ) . (2.48)

Furthermore, we require that a direction ẑ = (φ̂, ν̂, Q̂) live in the tangent space T (Hhub ×
[0, T ]) so that z + εẑ satisfies the boundary conditions on the hub. If there is danger of
confusion, we write f̂ [z] to indicate the point about which f is linearized.

We write the weak form equations as a bilinear form:

L(ζ, η,K; z) =

∫
B
(φ̇− ν) · ζ

+

∫
B
ρRν̇ · η +

∫
B

P : Dη −
∫

Γe

h · η

+

∫
B

(
Q̇ +

1

τ
Q− Ṡe

)
: K .

(2.49)
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Supressing the dependence of L on (ζ, η,K), we choose a direction ẑ and compute

L(z + εẑ) =

∫
B
(φ̇+ ε

˙̂
φ− ν − ε ˙̂ν) · ζ

+

(∫
B
ρR(ν̇ + ε ˙̂ν) · η +

∫
B

P(z + εẑ) : Dη −
∫

Γe

h(z− εẑ) · η
)

+

(∫
B

(
(Q̇ + ε

˙̂
Q +

1

τ
(Q− εQ̂)− Ṡe(z− εẑ)

)
: K

)
.

(2.50)

Here, we are considering P,h and Ṡe as functions of z. Next, we take the derivative with
respect to ε to obtain L̂:

L̂ =
d

dε
|ε=0L(z + εẑ)

=

∫
B
(
˙̂
φ− ν̂) · ζ

+

(∫
B
ρR ˙̂ν · η +

∫
B

P̂ : Dη −
∫

Γe

ĥ · η
)

+

(∫
B

(
˙̂
Q +

1

τ
Q̂− ̂̇Se) : K

)
.

(2.51)

The weak form equations corresponding to L̂ are then∫
B

˙̂
φ · ζ =

∫
B
ν̂ · ζ∫

B
ρR ˙̂ν · η = −

∫
B

P̂ : Dη +

∫
Γe

ĥ · η∫
B

˙̂
Q : K =

∫
B

(
−1

τ
Q̂ + ̂̇Se) : K .

(2.52)

We call the above equations the linearized weak form equations. Consequently, given z which
solves the weak form equations (2.47) and ẑ which solves the linearized weak form equations
(2.52), z + εẑ solves the weak form equations (2.47) to order ε2. See the appendix for a

detailed computation of P̂, ĥ, and ̂̇Se in terms of z and ẑ.



20

Chapter 3

Time periodic and steady state
solutions

3.1 Time periodic solutions for the treaded tire

We seek solutions to the evolution equations (2.47) for the treaded rolling tire that return
to the same shape as their initial configuration after some period T . Due to the boundary
conditions on the hub, the standard time periodic correlation φ(X,T ) = φ(X, 0) can only
hold when T = 2πn/ω for positive integer n; i.e. the tire makes one or more full revolutions.
Since we are interested in the shape of the tire returning to its initial shape and not necessarily
a material point returning to its initial location (see Fig. 3.1), we instead look for motions
of the tire which satisfy

φ(RT(T )X,T ) = φ(X, 0) . (3.1)

Thus if a material point X is mapped by φ(0) to a point x in the deformed configuration,
φ(T ) maps the material point XR = RT(T )X to the same point x in the deformed configura-
tion. XR = RT(T )X is obtained by rotating X backwards for time T . Fig. 3.1 demonstrates
this situation with Tω = π/2, so that the tire makes a quarter revolution.

The number of tread blocks, β, constrains the possible values of the period T . Since the
tread blocks must align with the initial configuration, T = 2πn/(βω), where n is any positive
integer.

To formalize the operation of “rotating X backwards”, we define the operator UT which
transforms a function f defined on B × R by

UT (f)(X,T ) = f(RTX,T ) . (3.2)

(Note: we write R for R(T ) or R(t) when there is little danger of confusion.)
Using UT , we can rewrite the time periodic condition on φ as (dropping the dependence

on X)
UTφ(T ) = φ(0) . (3.3)
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X

XR

φ (X, 0)

φ (XR, 0)

φ (X, T )

φ(XR, T )

φ (0) φ (T )

Figure 3.1: The top figure is the reference configuration with material points X and XR =
RT(T )X. At bottom left is the deformed configuration at time 0. At bottom right is the
deformed configuration at time T , for which the tire is the same shape as at time 0. We
observe that φ(XR, T ) = φ(X, 0).

The velocity of a time periodic motion behaves similarly:

UTν(T ) = ν(0) . (3.4)

However, we do not expect Q to satisfy Q(RTX,T ) = Q(X, 0) , because Q is a tensor defined
on the reference configuration and does not map to the deformed configuration as do φ and
ν. Instead, we compute that if φ(RTX,T ) = φ(X, 0), then

F(RTX,T )RT = F(X, 0)

RC(RTX,T )RT = C(X, 0) .
(3.5)

One can verify that Se follows the same relationship as C:

RSe(R
TX,T )RT = Se(X, 0) . (3.6)

Since time periodicity with period T also implies φ(RTX,T + s) = φ(X, s) and hence
RSe(R

TX,T + s)RT = Se(X, s), we can check from the definition of Q in (2.22) that Q
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satisfies
RQ(RTX,T )RT = Q(X, 0) . (3.7)

Thus we define a time periodic solution with period T to satisfy

UTφ(T ) = φ(0)

UTν(T ) = ν(0)

RUTQ(T )RT = Q(0) .

(3.8)

We define the linear operator UT : H→ H by

UT ((φ,ν,Q)) = (UTφ,UTν,RUTQRT)), (3.9)

and the functional FT : H→ H by

FT (z0) = UT (z(T ))− z0, (3.10)

where z solves the weak form equations with initial condition z0. We may now write the
time periodic equations (3.8) as

FT (z0) = 0 . (3.11)

To solve FT (z0) = 0 we will apply Newton’s method which requires the derivative of FT (z0)
with respect to z0:

F̂T = UT (ẑ(T ))− ẑ0 . (3.12)

Here ẑ(X, t) evolves according to the linearized equations (2.52) with initial condition ẑ0.
Given this definition of time periodic solution for the tire, we seek initial conditions

z0 = (φ0,ν0,Q0) that give rise to a time periodic solution. In addition to solving the
equation FT (z0) = 0, we can find solutions by defining a scalar functional GT which gives a
measure of how close a given initial condition comes to satisfying time periodicity:

GT (z0) =
1

2

∫
B
‖UTφ(T )− φ0‖2 + ‖UTν(T )− ν0‖2 + ‖RUTQ(T )RT −Q0‖2 . (3.13)

The norm ‖·‖ used for the φ and ν terms is the euclidean norm, while the norm used for the
Q term is the frobenius norm. These norms are also nondimensionalized by characteristic
length factors uchar, vchar and Qchar, respectively. These norms arise from inner products,
which we shall denote by 〈·, ·〉.

The utility of GT is that we can minimize it over initial conditions z0 and if GT is zero,
then we have found a time periodic solution. Minimization algorithms often require the
derivative of the objective function, so we compute the directional derivative of GT at a
point z0 = (φ0,ν0,Q0) with respect to a variation ẑ0 = (φ̂0, ν̂0, Q̂0):

ĜT =

∫
B

〈
UTφ(T )− φ0 , UT φ̂(T )− φ̂0

〉
+ 〈UTν(T )− ν0 , UT ν̂(T )− ν̂0〉

+
〈
RUTQ(T )R−Q0 , RUT Q̂(T )RT − Q̂0

〉
,

(3.14)
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where (φ,ν,Q) evolve according to the weak form equations and (φ̂, ν̂, Q̂) evolve according
to the linearized weak form equations.

3.2 Time periodic solutions for the smooth tire

In contrast to the treaded tire case, time periodic solutions of the smooth tire can be sought
for any period T . In addition, the period can be allowed to vary as an independent variable,
in which case root-finding or minimization algorithms require derivatives of FT and GT with
respect to T . In turn, these depend on the T derivative of UT :

∂

∂T
(UTf) =

∂

∂T

(
f(RTX,T )

)
=
∂f

∂T
(RTX,T ) +Df(RTX,T )Ṙ

T
X

=
∂f

∂T
(RTX,T ) +Df(RTX,T )Ṙ

T
RRTX = UT

(
∂f

∂T
−DfΩX

)
,

(3.15)

where Ω is the skew-symmetric matrix

Ω = ṘRT = ω

[
0 −1
1 0

]
. (3.16)

Note that Ω is independent of T , even though R and Ṙ do depend on T . We return to the
derivatives of GT and FT with respect to T :

∂

∂T
GT =

∫
B

〈
UTφ(T )− φ0 , UT (φ̇(T )−Dφ(T )ΩX)

〉
+ 〈UTν(T )− ν0 , UT (ν̇(T )−Dν(T )ΩX)〉

+
〈
RUTQ(T )R−Q0 , UT

(
R(Q̇(T )−DQ(T )ΩX)RT

+ṘQ(T )RT + RQ(T )Ṙ
T
)〉

,

(3.17)

∂

∂T
FT =

 UT (φ̇(T )−Dφ(T )ΩX)
UT (ν̇(T )−Dν(T )ΩX)

UT
(
R(Q̇(T )−DQ(T )ΩX)RT + ṘQ(T )RT + RQ(T )Ṙ

T
)
 . (3.18)

3.3 Steady state solutions

Next we describe the steady state equations for the rolling tire. We define a steady state
solution of the smooth tire to be one that satisfies time periodicity for all times t: Ft(z0) = 0.
In this section, we write F(z0, t) for Ft(z0) so that the steady state equation becomes

F(z0, t) = 0 for all t . (3.19)
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Since time periodicity for the treaded tire is only defined for discrete times, there is no notion
of a steady state solution for the treaded tire.

We show below that z0 satisfying ∂tF(z0, 0) = 0 are steady state solutions. We follow a
common approach in the literature for solving the steady state problem (see [4, 24, 26, 19,

12, 20, 27, 14]) and introduce a new spatial variable X̃ defined by

R(t)X̃ = X . (3.20)

We define the motions corresponding to the new variable:

φ̃(X̃, t) = φ(X, t)

ν̃(X̃, t) = ν(X, t)

Q̃(X̃, t) = RQ(X, t)RT .

(3.21)

We refer to the triple (φ̃, ν̃, Q̃) as z̃. Note that z̃(X̃, t) = U t(z(X, t)). We also define
quantities related to the transformed motion:

F̃ = D̃φ̃

C̃ = F̃
T
F̃

P̃e =
κ

2
(Ĩ3 − 1)F̃

−T
+ µ(1− s)(F̃− F̃

−T
) + µs(Ĩ1F̃− F̃C̃− 2F̃

−T
)

P̃ = P̃e + νQ̃

h̃ = δγ(−h− φ̃
2
)e2˜̇F = D̃ν̃˜̇C = ˜̇FT

F̃ + ˜̇FT ˜̇F
˜̇det C = det C̃ tr(C̃

−1 ˜̇C)˜̇
C−1 = −C̃

−1 ˜̇CC̃
−1

˜̇Se =
κ

2

[
(˜̇det C)C̃

−1
+ (det C̃− 1)

˜̇
C−1

]
+ µ(1− s)

(
−˜̇C−1

)
+ µs

(
(tr ˜̇C)I− ˜̇C− 2

˜̇
C−1

)
.

(3.22)

Here D̃ refers to differentiation with respect to X̃. It can be checked that analagous quantities
(e.g. F and F̃) are related to each through R(t) in a simple way, which could also be taken
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as definitions. For example,

F̃(X̃, t) = F(X, t)RT

C̃(X̃, t) = RC(X, t)RT

P̃e(X̃, t) = Pe(X, t)R
T˜̇Se(X̃, t) = RṠe(X, t)R

T .

(3.23)

Using the above definitions, we can compute that z̃ evolves according to the following system
of equations: ∫

B

˙̃
φ · ζ =

∫
B
(ν̃ − F̃ΩX̃) · ζ∫

B

˙̃ν · η =

∫
B
− 1

ρR
P̃ : D̃η − ˜̇FΩX̃ · η +

∫
Γe

h̃ · η∫
B

˙̃
Q : K =

∫
B

(
−1

τ
Q̃(t) + ˜̇Se(t) + ΩQ̃− Q̃Ω− D̃Q̃ΩX̃

)
: K .

(3.24)

This gives an alternative way to define F :

F(z̃0, t) = z̃(t)− z̃0 , (3.25)

where z̃ evolves according to (3.24). To find a solution to F(z̃0, t) = 0 for all t, we need only
find an initial condition z̃0 that satisifes

∂tF(z̃0, 0) = ˙̃z0 = (
˙̃
φ0,

˙̃ν0,
˙̃
Q0) = 0 . (3.26)

Since at time t = 0, z = z̃, we have proved our earlier statement that ∂tF(z0, 0) = 0 gives
the steady state solution.

Because we are only interested in solving ∂tF = 0 at time t = 0, we define the differential
operator S(z̃0) = ∂tF(z̃0, 0). Below, we drop the subscript 0 and write S(z̃). Given z̃, we

compute ˙̃z = S(z̃) by solving the equations (3.24). The steady state equations can be then
be written as

S(z̃) = 0 . (3.27)

We note the linearized equations corresponding to (3.24). For ease of notation, we drop
the ˜. ∫

B

˙̂
φ · ζ =

∫
B
(ν̂ − F̂ΩX) · ζ∫

B

˙̂ν · η =

∫
B
− 1

ρR
P̂ : Dη − ̂̇FΩX · η +

∫
Γe

ĥ · η∫
B

˙̂
Q : K =

∫
B

(
−1

τ
Q̂(t) + ̂̇Se(t) + ΩQ̂− Q̂Ω−DQ̂ΩX

)
: K .

(3.28)
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3.4 Hamiltonian structure of the elastic equations

If we ignore viscoelasticity and the presence of the road, the equations of motion are∫
B
φ̇ · ζ =

∫
B
ν · ζ∫

B
ρRν̇ · η = −

∫
B

Pe : Dη .

(3.29)

By virtue of the existence of a stored energy function, this system is Hamiltonian, with the
Hamiltonian function given by ∫

B
Ψe +

1

2
ρRν · ν . (3.30)

This is a non-autonomous system due to the rotation of the hub.
In the case of the transformed variables, from (3.24) we have already computed that φ̃

and ν̃ satisfy ∫
B

˙̃
φ · ζ =

∫
B
(ν̃ − F̃ΩX̃) · ζ∫

B

˙̃ν · η =

∫
B
− 1

ρR
P̃e : Dη − ˜̇FΩX̃ · η .

(3.31)

A computation shows that the above evolution equations arise from the following autonomous
Hamiltonian:

H =

∫
B

Ψ̃e +
1

2
ρRν̃ · ν̃ − ρR(F̃ΩX̃) · ν̃ , (3.32)

where Ψ̃e is defined from the invariants of C̃ in the same way that Ψe is defined from the
invariants of C. Let SH be the corresponding differential operator for these equations; i.e.

(
˙̃
φ, ˙̃ν) = SH(φ̃, ν̃), where

˙̃
φ, ˙̃ν, φ̃, ν̃ satisfy (3.31). In addition, Hamilton’s equations hold:

SH = (∂H/∂ν̃,−∂H/∂φ̃).
Below, we discretize our equations and obtain a finite dimensional Hamiltonian system

for which we can apply stability theory. In particular, let H̄ be the discretized Hamiltonian
and let S̄H be the discretization of SH . The Hessian of H̄ is related to the Jacobian of S̄H
by DS̄H = JD2H̄, where J is the skew-symmetric matrix

[
0 I
−I 0

]
.

When investigating eigenvalues of DS̄H in §5.6, we use the following theorem about the
stability in Hamiltonian systems. Let z be a critical point of H̄. If the matrix D2H̄ is positive
definite at z, then z is Lyapunov stable, since energy level sets near H̄(z) remain close to
z. In turn, Lyrapunov stability implies that the eigenvalues of DS̄H are purely imaginary,
since otherwise z would be linearly unstable either forward or backward in time.
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Chapter 4

Numerical methods

4.1 Displacement formulation

The equations of motion for the viscoelastic tire evolve the three variables φ,ν,Q. However,
our numerical methods evolve the displacement from the steady rolling motion instead of
evolving the full motion. Let the displacement variable u and its velocity v be given by

u(X, t)
def
= φ(X, t)−R(t)X

v(X, t)
def
= u̇(X, t) = ν(X, t)− Ṙ(t)X .

(4.1)

From these we can compute F, Ḟ by

F = Du + R , Ḟ = Dv + Ṙ ; (4.2)

hence we may compute P,h, Ṡe etc. as before. We also have

v̇ = ν̇ + ω2RX , (4.3)

since R̈ = −ω2R. The displacement equations are∫
B

u̇ · ζ =

∫
B

v · ζ∫
B
ρR(v̇− ω2RX) · η = −

∫
B

P : Dη +

∫
Γe

h · η∫
B

Q̇ : K =

∫
B

(
−1

τ
Q + Ṡe

)
: K ,

(4.4)

with boundary conditions that u and v are zero on Γh.
The time periodic solutions equations (3.8) and functional GT (3.13) become

UTu(T ) = u(0)

UTv(T ) = v(0)

RUTQ(T )RT = Q(0) ,

(4.5)
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GT (z0) =
1

2

∫
B
‖UTu(T )− u0‖2 + ‖UTv(T )− v0‖2 + ‖RUTQ(T )RT −Q0‖2 . (4.6)

We also define the transformed displacement variables:

ũ(X̃, t)
def
= φ̃(X̃, t)− X̃

ṽ(X̃, t)
def
= ν̃(X̃, t)−ΩX̃ .

(4.7)

The equations (3.24) for the displacement variables can be written∫
B

˙̃u · ζ =

∫
B
(ṽ + ΩX̃) · ζ − (D̃ũ + I)ΩX̃ · ζ∫

B

˙̃v · η =

∫
B

[
− 1

ρR
P̃ : D̃η − (D̃ṽ + Ω)ΩX̃ · η

]
+

∫
Γe

1

ρR
h̃ · η∫

B

˙̃
Q : K =

∫
B

(
−1

τ
Q̃ + ˜̇Se) : K − D̃Q̃ΩX̃ : K

+

∫
B

ΩQ̃ : K − Q̃Ω : K .

(4.8)

4.2 Finite element framework

We employ the finite element method to solve the weak form equations (4.4) with quartic
quadrilateral C0 elements. More specifically, the reference element Ẽ is the square [−1, 1]×
[−1, 1] with nodes p̃kl, 1 ≤ k, l ≤ 5, such that p̃kl = (x̃k, x̃l), where x̃1 = −1, x̃2 = −.5, x̃3 =
0, x̃4 = .5, x̃5 = 1. Let the polynomials L̃k, 1 ≤ k ≤ 5 be the unique quartic polynomials
that are 1 at x̃m, m = k, and 0 on x̃m, m 6= k. Equivalently, L̃k(x̃l) = δkl. We then define the
shape functions on Ẽ to be ψ̃kl(x̃

1, x̃2) = L̃k(x̃
1)L̃l(x̃

2). Fig. 4.1 plots the reference element
Ẽ and one of its shape functions, ψ2,3.

We cover our reference domain B with elements by mapping copies of the reference
element to the r-θ plane and then applying the polar coordinate mapping T (r, θ). More
precisely, we first choose the number of circumreferential elements ec and the number of
radial elements er. We define element Eij, 1 ≤ i ≤ ec, 1 ≤ j ≤ er, as the image of the
reference element Ẽ under the map T ◦ Sij, where Sij is the linear scaling and shifting
transformation

Sij(x̃
1, x̃2) =

(
r1 +

r2 − r1

er

[
x̃1 + 1

2
+ j − 1

]
,
2π

ec

[
x̃2 + 1

2
+ i− 1

])
, (4.9)

and T is the polar coordinate transformation

T (r, θ) = (r cos θ, r sin θ) . (4.10)
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Figure 4.1: The reference element Ẽ with nodes p̃kl is plotted on the left. The shape function
ψ̃2,3 is plotted on the domain Ẽ on the right.

The images of the reference nodes p̃ij under these maps creates a grid of nodes pij, 1 ≤ i ≤
nc, 1 ≤ j ≤ nr where nc = 4ec, nr = 4er + 1. The location of the pij are given by

pij = T

(
r1 +

r2 − r1

nr − 1
(j − 1),

2π

nc
(i− 1)

)
. (4.11)

We also consider the array of nodes pij as a single list which is denoted with a single index:
pk, k = 1, . . . , np, where np = ncnr is the total number of nodes. The list pk is in lexicographic
order in the indices i, j; the nodes on the hub are listed first and the nodes on the edge are
listed last. Fig. 4.2 plots the maps Sij, T , and the grid of nodes pij.

Next, we define the local shape functions on the Eij as the push forward of the reference
shape functions via the map T ◦ Sij. That is, ψijkl = ψ̃kl ◦ S−1

ij ◦ T−1. We define the
global shape functions ψk corresponding to the nodes pk as follows: ψk is the function which
is zero outside any element not containing pk and takes the value of the shape function
corresponding to pk within any element containing pk. The ψk are well defined since it can
be verified that local shape functions of adjacent elements corresponding to some node in
the intersection agree everywhere on the intersection. However, the derivatives of these local
shape functions do not agree on the intersection, hence the ψk are continuous, but have
discontinuous derivatives. Since derivatives of the ψk are continuous within a given element,
the weak derivative of ψk is square integrable.
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Figure 4.2: The reference element Ẽ is mapped by S4,1 to the r-θ plane. The grid of elements
in the r-θ plane is then mapped by the polar coordinate transformation T onto the reference
domain B.1,5. We also plot the grid of nodes pij in B.1,5.

We have described our finite element framework only for the smooth tire B, but the
treatment of the treaded tire Bε,β is the same provided we replace the polar coordinate map
T with Tε,β.

Note that our finite element framework is not isoparametric. For example, the curved
edges are the elements in Fig. 4.2 are not given by polynomial interpolation of the nodes.
This has the advantage that it produces elements which exactly match our tire geometry for
any values of ec and er (i.e. isogeometric), without adding significant increase in computation.
This approach is dependent on having a convenient description of the geometry, namely the
maps T and Tε,β.

4.3 The discretized equations

We use the finite element framework to numerically solve the displacement equations (4.4).
First, we approximate our test function space Hhub with a finite dimensional space built up
from our shape functions ψk. Let H̄ be the span of {ψkei}, where the ei are the euclidean
basis vectors of R2. H̄ is a 2np-dimensional subspace of H and any function in H can be
approximated by a function in H̄ as we refine our mesh. Let H̄hub be H̄ ∩Hhub, i.e. the span
of {ψkei} for ψk whose corresponding node pk is not on the hub. There are nh = np−nc such
nodes, so H̄hub has dimension 2nh and its basis is given by {ψkei|nc < k ≤ np}. For ease of
notation, let ψ′k = ψk+nc , 1 ≤ k ≤ nh so that we may write the basis of H̄hub as {ψ′kei}.

We similarly define H̄S to be the span of {ψkEi}, where the Ei, are the following basis
for S:

E1 =

[
1 0
0 0

]
, E2 =

[
0 1
1 0

]
, E3 =

[
0 0
0 1

]
. (4.12)

H̄S has dimension 3np.
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We approximate the space Hhub = Hhub × Hhub × HS by H̄hub
def
= H̄hub × H̄hub × H̄S, a

space of dimension nv = 2nh + 2nh + 3np. Given a function u ∈ H̄hub, we write ū for the
coefficients of u expanded in terms of the basis {ψ′kei}. Similarly, we write v̄ and Q̄ for the
coefficients corresponding to v and Q, and write z̄ = (ū, v̄, Q̄).

We discretize the displacement equations (4.4) by searching for solutions in our discretized
spaces and require the equations (4.4) to only hold for test functions (ζ, η,K) which are in
H̄. This is equivalent to requiring the weak equations (4.4) to hold for the nv basis functions
of H̄hub, {(ψ′kei, 0, 0)}∪{(0, ψ′kei, 0)}∪{(0, 0, ψkEi)}. The discretized displacement equations
then become a nv-dimensional system of differential equations in the unknowns z̄ = (ū, v̄, Q̄):

M ′
2

˙̄u = f1(z̄)

M ′
2

˙̄v = f2(z̄)

M3
˙̄Q = f3(z̄) ,

(4.13)

where

f1
(i−1)nh+k =

∫
B

v · ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

f2
(i−1)nh+k = −

∫
B

P : D(ψ′kei) +

∫
Γe

(
h + ω2RX

)
· ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

f3
(i−1)np+k =

∫
B

(
−1

τ
Q + Ṡe

)
: ψkEi, 1 ≤ k ≤ np, i = 1, 2, 3 .

(4.14)

Furthermore, M ′
2 and M3 are symmetric positive definite matrices related to the mass ma-

trices M and M ′ for the shape functions ψ′ and ψ′k. They are defined as follows:

Mij =

∫
B
ψiψj, 1 ≤ i, j ≤ np , M ′

ij =

∫
B
ψ′iψ

′
j, 1 ≤ i, j ≤ nh ,

M ′
2 =

[
M ′ 0
0 M ′

]
, M3 =

 M 0 0
0 M 0
0 0 M

 .

(4.15)

We may similarly discretize the linearized equations and steady state solution equations.
It can be verified that the discretization of the linearized equations is the same as the
linearization of the discretized equations. The discretized linear equations are

M ′
2

˙̄̂u = f̂
1
(ˆ̄z)

M ′
2

˙̄̂v = f̂
2
(ˆ̄z)

M3
˙̄̂
Q = f̂

3
(ˆ̄z) ,

(4.16)
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where

f̂
1

(i−1)nh+k =

∫
B

v̂ · ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

f̂
2

(i−1)nh+k = −
∫
B

P̂ : D(ψ′kei) +

∫
Γe

(
ĥ + ω2RX

)
· ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

f̂
3

(i−1)np+k =

∫
B

(
−1

τ
Q̂ + ̂̇Se) : ψkEi, 1 ≤ k ≤ np, i = 1, 2, 3 .

(4.17)

Below, we compute the discretized steady state equations S̄(˜̄z) = 0 and its linearization. For
ease of notation, we drop the ˜ used to denote the transformed variables. The discretized
steady state equations are:

0̄ = (M ′
2)−1g1(z̄)

0̄ = (M ′
2)−1g2(z̄)

0̄ = (M3)−1g3(z̄) ,

(4.18)

where

g1
(i−1)nh+k =

∫
B

(v + ΩX − (Du + I)ΩX) · ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

g2
(i−1)nh+k = −

∫
B

[
− 1

ρR
P : D(ψ′kei)− (Dv + Ω)ΩX · η

]
+

∫
Γe

h · ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

g3
(i−1)np+k =

∫
B

(
−1

τ
Q + Ṡe

)
: ψkEi

+

∫
B

(−DQΩX + ΩQ−QΩ) : ψkEi, 1 ≤ k ≤ np, i = 1, 2, 3 .

(4.19)

The linearization of S̄(z̄), denoted ̂̄S(ˆ̄z), is given by

(M ′
2)−1ĝ1(ˆ̄z)

(M ′
2)−1ĝ2(ˆ̄z)

(M3)−1ĝ3(ˆ̄z) ,

(4.20)
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where

ĝ1
(i−1)nh+k =

∫
B

(v̂−DûΩX) · ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

ĝ2
(i−1)nh+k = −

∫
B

[
− 1

ρR
P̂ : D(ψ′kei)−Dv̂ΩX · η

]
+

∫
Γe

ĥ · ψ′kei, 1 ≤ k ≤ nh, i = 1, 2

ĝ3
(i−1)np+k =

∫
B

(
−1

τ
Q̂ + ̂̇Se) : ψkEi

+

∫
B

(
−DQ̂ΩX + ΩQ̂− Q̂Ω

)
: ψkEi, 1 ≤ k ≤ np, i = 1, 2, 3 .

(4.21)

We also write M ˙̄z = f̄(z̄),M ˙̄̂z = ˆ̄f(ˆ̄z),0 = M−1ḡ(z̄), and 0 = M−1 ˆ̄g(ˆ̄z) for the above

equations, where f̄ = (̄f
1
, f̄

2
, f̄

3
), ˆ̄f = (̂̄f1, ˆ̄f2, ˆ̄f3), ḡ = (ḡ1, ḡ2, ḡ3), ˆ̄g = (ˆ̄g1, ˆ̄g2, ˆ̄g3), and M =

diag(M ′
2,M

′
2,M3).

4.4 Numerical solution of the discretized equations

The discretized displacement equations (4.13) is a first order system of ODE and as such
we can numerically integrate it using any number of ODE methods. We choose the 8th
order explicit Runge-Kutta method of Dormand and Prince [16, 11]. In addition to being
high order, this method has a larger stability region than lower order explicit Runge-Kutta
methods, which is useful since we have found the evolution equations to be moderately stiff.
When comparing its performance with Dormand and Prince’s 5th order method [10] we find
that the two methods require very similar computational effort to achieve stability, but that
the higher order method is far more accurate.

To apply our Runge-Kutta method, we must be able to evaluate the integrals which occur
in the definition of f̄. We numerically evaluate the integrals over the domain B using 10th
order (i.e. five quadrature points in each direction) Gaussian quadrature over the reference
element Ẽ. We also use quadrature to evaluate the matrices M and M ′. These symmetric
positive definite matrices are sparse due to the locality of the basis functions ψk and we
invert them using the direct sparse solver CHOLMOD by Timothy Davis [9, 32, 8, 7, 6]. If
M and M ′ are distributed over several processors due to domain decomposition, we invert
them iteratively using Conjugate Gradients.

The linearized displacement equations (4.16) can be evolved using the same methods. We
note that the linearized displacement equations depend on the solution to the displacement
equations. Therefore, we either evolve the two equations at the same time or we evolve the
displacement equations first, store the solution values, and interpolate them as needed by
the linearized equations.
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The discretized steady state equations (4.18) require us to find the zero of a system of nv
equations in nv variables. We use Newton’s method, which requires us to invert the Jacobian
matrix of the system. The Jacobian matrix is given by the linear operator M−1 ˆ̄g, i.e. the
composition of the inverse of the mass matrix M with the linear operator ˆ̄g. ˆ̄g is respresented
by a non-symmetric sparse matrix, which we invert using the direct sparse solver SuperLU
[21].

Below we frequently refer to the linear operator M−1 ˆ̄g, which we denote A. Recall that
ˆ̄g is a linearization about some z ∈ H̄. When it is necessary to emphasize this dependence,
we write A[z]. If we are considering a purely elastic tire, we can ignore the Q̂ variable and
consider A as only a function of (φ̂, ν̂). In this case, we write Ae.

4.5 Eigenvalues of the Steady State Problem

Given a steady state solution z, the eigenvalues of the operator A[z] yield useful information.
For example, eigenvalues with positive real part indicate that the steady state solution is
linearly unstable and eigenvalues that are purely imaginary indicate time periodic solutions
of the linearized discretized equations.

We use the ARPACK software to compute selected eigenvalues of A[z], which is suitable
sinceA[z] is the composition of two large sparse matrices and ARPACK requires only matrix-
vector products. ARPACK is capable of finding eigenvalues according to many different
criteria, such as largest real part or smallest magnitude. However, it performs best when
searching for the largest magnitude eigenvalues. For our problem, ARPACK was unable
to find eigenvalues of any criterion other than largest magnitude. Because we study the
smallest magnitude eigenvalues of A[z], we apply ARPACK to the inverse of A[z]. This
requires sparse matrix solves, and as with solving the steady state problem with Newton’s
method, we use SuperLU.

We note that others have used a Newton type method [24, 14, 20] to solve the steady
state problem with viscoelasticity. These works only apply Newton’s method to the equations
without viscoelasticity. A viscoelastic update is computed from the approximate solutions
and the process is repeated until convergence. We apply Newton’s method to the full vis-
coelastic system, M−1ḡ[z]. We gain superlinear convergence at the expense of solving linear
systems over twice as large as the system of equations without viscoelasticity. This is an
acceptable cost, since we need to form the full matrix A[z] to solve the eigenvalue problem
(described in the next section), which requires significantly more computational effort than
solving the steady state problem.

4.6 Numerical computation of the operator UT
In order to search for time periodic solutions, we must numerically compute the functions
GT ,FT , and hence the operator UT . In the case of treaded tire, where the period T is fixed,
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we choose the number of elements in the circumreferential direction, ec, to be a multiple of β,
the number of tread blocks, so that we can compute UT by shifting the values of the nodes.
Specifically, if after time T the tire has rotated over n tread blocks, we shift the values at
the nodes n ec/β elements counterclockwise.

If such a choice of elements is not possible or if T is varying as may be the case with
a smooth tire, Fourier series yield a numerical approximation to UT with spectral accuracy.
We denote this approximation ŪT . We remark that for this section,̂ will be used to denote
Fourier coefficients and not tangent directions.

Consider a 2π periodic function f(θ) with Fourier representation f(θ) =
∑∞
−∞ f̂ke

ι̂kθ. If
f(θ) is shifted to the right by an angle θ1, we then have

f(θ − θ1) =
∞∑
−∞

(f̂ke
−ι̂kθ1)eι̂kθ. (4.22)

Hence, a shift by θ1 can be computed by multiplying the kth Fourier coefficients by a factor
of e−ι̂kθ1 . Next, we consider a function g defined on B written in polar coordinates g(r, θ)
with Fourier representation

∑∞
−∞ ĝk(r)e

ι̂kθ. The operator UT shifts g by an angle of ωT ,
hence

UT (g) =
∞∑
−∞

(ĝk(r)e
−ι̂kωT )eι̂kθ. (4.23)

To approximate UT (g) numerically, consider a function described by our finite element
framework, g =

∑np

k=1 gkψk. If we consider the nodes and shape functions as arranged in a
two-dimensional grid instead of a list, we can write g =

∑nc

i=1

∑nr

j=1 gijψij. Holding j fixed,
appy the discrete Fourier transform to the i index to obtain the Fourier coefficients ĝij. As

above, multiply the Fourier series by a factor of e−ι̂iωT to form ĥij:

ĥij
def
= e−ι̂iωT ĝij . (4.24)

We apply the inverse discrete Fourier transform on the i index of ĥij to obtain coefficients
hij, and finally we set

ŪT (g) =
nc∑
i=1

nr∑
j=1

hijψij. (4.25)

Lastly, we note that the time derivative of UT (g(T )) is needed to compute d
dT
GT , where

g(X,T ) is now a time-dependent function. As computed in flag3.2, d
dT
UT can be expressed as

UT ( d
dT
g−DgΩX). Thus we could numerically approximate d

dT
UT by using the finite element

framework to compute Dg and then appyling ŪT to ( d
dT
g−DgΩX). To be numerically consis-

tent, however, we must instead compute d
dT
ŪT (g(T )), i.e. take the derivative with respect to

time of the numerical procedure for computing UT (g(T )). Given g(T ) =
∑nc

i=1

∑nr

j=1 gij(T )ψij
and its temporal derivative gT (T ) =

∑nc

i=1

∑nr

j=1(gij)T (T )ψij,
d
dT
ŪT (g(T )) can be computed

as follows: Compute ĝij(T ) and (̂gij)T (T ) using the discrete Fourier transform. Form

f̂ij(T )
def
= e−ι̂iωT (̂gij)T (T ) + (−ι̂iω)e−ι̂iωT ĝij(T ). (4.26)
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Apply the inverse discrete Fourier transform to f̂ij(T ) to obtain coefficients fij(T ). We then
have

d

dT
ŪT (g(T )) =

nc∑
i=1

nr∑
j=1

fij(T )ψijf . (4.27)

4.7 Solving the time periodic equations

In the following two sections, we present two different methods to find time periodic solutions:
minimizing GT (z0) using the Levenberg-Marquardt algorithm and solving FT (z0) = 0 using
a Newton-Krylov method.

Minimization of the time periodic functional GT
Once we numerically solve the evolution equations and compute the operator ŪT , we can
numerically compute the function GT (z0) for z0 in H̄hub. We denote the discrete version of
GT as ḠT :

ḠT (z̄0) =
1

2

∫
B
‖ŪTφ(T )− φ0‖2 + ‖ŪTν(T )− ν0‖2 + ‖RŪTQ(T )RT −Q0‖2 , (4.28)

where (u,v,Q) ∈ H̄hub have an initial condition given by the coefficients z̄0, (u,v,Q) evolve
according to the discretized evolution equations, and the integrals are computed with Gaus-
sian quadrature. Also, the norms are the same as in §3.1; i.e. they are nondimensionalized
by constants uchar, vchar and Qchar. These constants are chosen so that the three terms of
ḠT are of the same order for our problems of interest.

We minimize ḠT to find time periodic solutions using the Levenberg-Marquardt algorithm.
We choose this minimization algorithm because we were unable to find minima of ḠT using
algorithms that only require the derivative of ḠT , such as BFGS algorithms or nonlinear
conjugate gradient.

In order to apply Levenberg-Marquardt, we write ḠT as a sum of squares. We define the
scalar functions ri, i = 1, . . . , 7:

r1 = (ŪTφ(T )− φ0) · e1

r2 = (ŪTφ(T )− φ0) · e2

r3 = (ŪTν(T )− ν0) · e1

r4 = (ŪTν(T )− ν0) · e2

r5 = (RŪTQ(T )RT −Q0) : E1

r6 =
√

2(RŪTQ(T )RT −Q0) : E2

r7 = (RŪTQ(T )RT −Q0) : E3 .

(4.29)



CHAPTER 4. NUMERICAL METHODS 37

Using the ri, ḠT is expressed as an integral over a sum of squaures:

ḠT =

∫
B

7∑
i=1

r2
i . (4.30)

The integral above is evaluated using Gaussian quadrature over ng = 25ecer quadrature
points qj with weights wj, j = 1, . . . , ng. Writing rij for wjri evaluated at qj, yields ḠT as a
sum of squares:

ḠT =

ng∑
j=1

7∑
i=1

r2
ij =

7ng∑
k=1

r2
k , (4.31)

where the rk are the rij arranged as a single list.
To implement Levenberg-Marquardt, we must be able to compute the Jacobian matrix

J of the rk. We compute the derivative of the ri in the direction of a tangent ẑ0:

r̂1 = (ŪT φ̂(T )− φ̂0) · e1

r̂2 = (ŪT φ̂(T )− φ̂0) · e2

r̂3 = (ŪT ν̂(T )− ν̂0) · e1

r̂4 = (ŪT ν̂(T )− ν̂0) · e2

r̂5 = (RŪT Q̂(T )RT − Q̂0) : E1

r̂6 =
√

2(RŪT Q̂(T )RT − Q̂0) : E2

r̂7 = (RŪT Q̂(T )RT − Q̂0) : E3 ,

(4.32)

where (φ̂, ν̂, Q̂) ∈ H̄hub have initial condition given by ẑ0 and evolve according to the dis-
cretized linearized equations. We compute the r̂k from the r̂i in the same manner we obtained
the rk from the ri. The Jacobian matrix J is then given by setting ẑ0 to be the lth basis
function of H̄hub, computing the corresponding r̂k, and letting Jkl = r̂k.

Once we have calculated J, our implementation of the Levenberg-Marquardt algorithm
requires the SVD decomposition of J, which we solve using LAPACK or SCALAPACK.

Newton-Krylov solution to FT = 0

The same techniques used to compute ḠT also allow us to compute F̄T , the discrete version

of FT and to compute ̂̄FT , the discrete version of the derivative of F̂T . Namely, we evolve
the discretized or linear discretized equations and apply the operator ŪT . To solve F̄T = 0,
which is a large system of equations, we apply Newton’s method. The iterative solver
GMRES allows us to invert the Jacobian of F̄T by calculating only matrix-vector products;

namely ̂̄FT . This requires first computing a solution z(X, t) to the equations (2.47) and
then evolving the linearized equations (2.52) about z for multiple initial conditions ẑ0. Since
the values of z(X, t) are needed to evolve the linearized equations, the values of z(X, t) are
stored for all time steps and interpolated (to 8th order, [16]) as needed by the Runge-Kutta
time stepper for the linearized equations.
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4.8 Parallelization

There are many opportunities for parallelization in the numerical algorithms described above.
For the steady state and eigenvalue problems, the main computational cost is performing
matrix-vector solves for the large sparse matrixA. We achieve some speedup by using the Su-
perLU Dist version of SuperLU. Since we are not memory limited, we use the SuperLU Dist
routines that depend on A being stored on each processor.

The computation of J and its SVD decomposition are the most expensive aspects of
minimizing the time periodic functional Ḡ. The computation of J requires evolving nv
solutions of the linearized displacement equations. However, the nv solutions can be evolved
completely independent of each other, leading to an embarassingly parallel problem, for which
we achieved nearly perfect speedup. We also achieved very good speedup by calculating the
SVD of J with ScaLAPACK.

The computational bottleneck for the Newton-Krylov method is evolving the linear equa-
tions (4.16) needed for the matrix-vector products in the inner loop of GMRES. We parallelize
this by finite element domain decomposition.



39

Chapter 5

Results

5.1 Choice of units and constants

Our choice of units is Newtons (N), megagrams (Mg), and seconds (s). This choice implies
our unit for length is milimeters (mm).

In the remainder of the results section, we use the following values for constants, unless
otherwise noted. The tire has inner radius r1 = 240mm and outer radius r2 = 400mm.
The density of the tire is ρ = 1 × 10−9 Mg/mm3. The bulk modulus κ and shear modulus
µ are 689 N/mm2 and 6.89 N/mm2, respectively. The dimensionless viscosity parameter ν
has value 1 and the relaxation time is .01 seconds. The distance from the axis to the road,
h, is 380 mm and the road strength parameter δ is 1000 N/mm2. The tire tread thickness
parameter ε is 0.1.

We must also define the road force function γ(x), which must be monotonically increasing
for x > 0 and satisfy γ(x) = 0 for x ≤ 0. A simple choice would be{

γ(x) = 0, x ≤ 0
γ(x) = x, x ≥ 0 .

(5.1)

However, this choice of γ is not smooth and leads to non-smooth discretized equations.
Instead we choose the smooth function{

γ(x) = 0, x ≤ 0
γ(x) = exp(x− x−1), x ≥ 0 .

(5.2)

This function has the drawback of converging to zero exponentially fast as x → 0 from the
right, resulting in an extremeley weak road for small road penetration.

5.2 Example computation of a time periodic solution

We describe a typical computation of a time periodic solution of a treaded tire for both the
Levenberg-Marquardt algorithm and for the Newton-Krylov method.
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Figure 5.1: Plot of the tire as it rotates counterclockwise from one tread to the next. Red
indicates high first principal stress while blue indicates low first principal stress.

The Levenberg-Marquardt algorithm

We choose mesh size ec = 16, er = 2 and the tire has β = 8 treads and is rolling with
frequency ω = 100 Hertz. The tire is rotated such that each tread lines up with its neighbor,
which implies T = 2π/(βω).

We take 2000 time steps to compute the evolution of the tire as well as the computation
of the Jacobian matrix. This number is chosen to be big enough so that the time stepping
remains stable. We have found that with our 8th order method, a number of time steps that
ensures stability is also large enough so that the time stepping has converged.

The road strenth parameter δ is incrementally increased from 0. We use quadratic La-
grangian interpolation to predict the initial condition for each increment based on the pre-
vious ones.
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For each increment of δ, we apply the Levenberg-Marquardt minimization to find the time
periodic solution. Levenberg-Marquardt decreases the objective function ḠT approximately
by a factor of 1025 and we observe superlinear convergence.

The δ increment size is variable and depends on the number of Levenberg-Marquardt
Jacobian computations required to find a minimium. We increase the δ increment if only
one Jacobian computation is required and decrease it if more than 2 Jacobian computations
are required. The computation of the Jacobian dominates the calculation and requires 45
minutes for each Jacobian computation using 48 processors. The number of δ increments is
typically 40, requiring a total of 22.5 hours.

The Newton-Krylov algorithm

We choose mesh size ec = 32, er = 4 (see Fig. 5.1), ω = 10 Hertz, and we take 10000 time
steps to evolve the weak equations and linearized weak equations. We first perform a true
steady state calculation to determine the deformation of the tire at rest on the road. This
is used as an initial guess for Newton’s method, which then solves F̄T = 0 to approximately
8 digits of accuracy. Within each Newton iteration, GMRES performs linear solves on the
Jacobian of F̄T . Setting the tolerance on the GMRES residual to 1 × 10−3 is sufficient for
Newton’s method to perform well and obtain superlinear convergence. A typical number of
GMRES iterations for this tolerance is 12 and a typical number of Newton iterations is 5.

The GMRES algorithm dominates the computation and each iteration requires approx-
imately 15 minutes on 32 processors, hence the entire simulation requires approximately
15× 5× 12 minutes = 15 hours.

It is also possible to incrementally increase the road strength, rotation speed, or tread
amplitude until the desired values are reached as we did with the Levenberg-Marquardt
algorithm, but we find this unnecessary in the above computation.

Comparison of the two methods

The main advantage of the Newton-Krylov method is that it scales very well. We are
not required to form any matrices since the GMRES algorithm only requires matrix-vector
products. In contrast, the Levenberg-Marquardt method bottleneck is forming and storing
the dense matrix J, which has size nv × ng. This makes it an order n2

v algorithm, whereas
the Newton-Krylov method is order nv. Furthermore, computing the SVD of J is an order
n3
v operation, which would eventually become the bottleneck of the Levenberg-Marquardtz

algorithm if the mesh size is increased and the number of time steps is held fixed. For
this reason, we are able to compute time periodic solutions for larger mesh sizes with the
Newton-Kyrlov method than the Levenberg-Marquardt method.

However, the Newton-Krylov method is more sensitive to the relaxation time of the
problem. The larger τ is, the more iterations GMRES requires to converge. The Levenberg-
Marquardt algorithm does not display this sensitivity, which is perhaps due to its access of
the entire Jacobian matrix instead of only several matrix-vector products.
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Figure 5.2: Plots of the evolution of the first principal stress over one revolution. The plots
represent points at different distances from the hub, from furthest to closest.

5.3 Time evolution of stress of the treaded tire

Given a time periodic solution for the treaded tire computed by the methods above, we
evaluate the first principal stress at various locations on the tire. We note some of the
features of the stress caused by the presence of the treads, which could not be captured by a
steady rolling computation. For these examples, we use the time periodic solution computed
by the Newton-Krylov method as described in §5.2.

Fig. 5.1 shows the principal stress of the entire tire at various points in time, while
Fig. 5.2 shows first first principal stresses at a material point as it makes one full revolution
around the tire. At time t = 0, the material point begins on the positive x1-axis. The first
principal stress spikes as the material point nears contact with the road. The first principal
stress is largest at the outer boundary of the tire where contact with the road is made. We
note that the double peak in the first principal stress for a material point on the hub occurs



CHAPTER 5. RESULTS 43

0 0.1 0.2 0.3 0.4 0.5 0.6
0

2

4

6

8

10

12

N
/
m
m

2

1st Principal stress of point at tread crest

0 0.1 0.2 0.3 0.4 0.5 0.6
0

2

4

6

8

10

12

N
/
m
m

2

1st Principal stress of point at mid tread

0 0.1 0.2 0.3 0.4 0.5 0.6
0

2

4

6

8

10

12

t ime (seconds)

N
/
m
m

2

1st Principal stress of point at tread trough

Figure 5.3: Plots of the evolution of the first principal stress over one revolution. The plots
represent points at different locations along the edge of the tire. The top plot is at a tread
peak, the bottom plot is at a tread trough, and the third plot is midway between.
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because of high shear stresses on either side of the portion of the hub closest to the road.
Fig. 5.3 quantifes the difference in stresses at different points along a tread. The first

principal stress decreases as we move from the tread crest to the tread trough. We note
that the first principal stress along the tread trough has small increases during the time
that adjascent tread troughs are coming in contact with the road (approximately during
milliseconds 4-5 and 6-7 in the bottom plot in Fig. 5.3). This is caused by the tread trough
being squeezed by the adjacent treads due to its concave geometry.

We plot the traction experienced by a material point along the edge as it rotates with
the tire in Fig. 5.4. Since the traction is defined to be a vector pointing in the upward
direction, we only plot the magnitude. As expected, the traction is largest at the tread peak
and smallest at the tread trough.

In Fig. 5.5 we observe the shear stress along the hub of the tire, specifically PN ·t, where
N is the outward normal along the hub and t is the tangent vector to the hub pointing in
the counterclockwise direction. This figure indicates that the largest shear stresses on the
hub occur radially in line with the tread troughs.

5.4 A rotating viscoelastic oval

We present an example where the numerical method for finding time periodic solutions can
capture the natural oscillations of a viscoelastic body. This demonstrates that the time
periodic framework accurately captures motions that would not be present in any steady
state calculation.

We consider a rotating oval-shaped body, which is modeled in the tire framework by
setting β = 2, ε = 0.4. The oval is spun at 20 Hertz and collides with the road, which we
expect to excite the fundamental of oscillation. By computing the smallest eigenvalue and
corresponding eigenvector of the oval when stationary, we observe the fundamental mode
(see Fig. 5.6) which has a period of oscillation approximately 1.7× 10−2 seconds.

We compute a time periodic solution for a half revolution of the oval, which has a period of
approximately 0.15 seconds and hence ample time to observe oscillations of the fundamental
mode. The computed time periodic solution shows that the fundamental mode is excited
as the oval contacts the road. In Fig. 5.7 we see good agreement between the angular
displacement of the computed time periodic solution of the oval and the oscillations predicted
by the fundamental mode analysis.

5.5 Example computation of steady state solutions

and eigenvalues

We turn our attention from time periodic solutions of treaded tires to steady state compu-
tations of smooth tires, which requres Newton’s method to solve the nonlinear equations
(4.18). For a typical computation of a steady state solution for the smooth tire, we choose
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Figure 5.4: Plots of traction over one tire revolution. The plots represent points at different
locations along the edge of the tire. The top plot is at a tread peak, the bottom plot is at a
tread trough, and the middle plot is midway between.
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The plots represent points at different locations along the hub of the tire. The top plot is
radially in line with a tread peak, the bottom plot with a tread trough, and the middle plot
is midway between.

Figure 5.6: Plots of a simple oscillating mode of the oval over one period.
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Figure 5.7: The top plot is angular displacement of the right-most tip of the oval over
a full revolution of the oval. The oscillation near 0.05 − 0.15 seconds corresponds to the
opposite end (left-most tip) of the oval contacting the road. The large displacement near
0.2− 0.27 seconds corresponds to the right-most tip itself contacting the road. The bottom
plot displays Re (eλt), where λ is the eigenvalue corresponding to the fundamental mode. The
similar frequency and rate of decay of the two plots near 0.1 seconds indicate the excitation
of the fundamental mode is captured in the top plot.
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mesh size ec = 64, er = 8. Newton’s method typically requires no more than 5 iterations
to decrease the norm between successive iterations by a factor of 1012. Often we compute
a sequence of steady state solutions by varying ω and using the Lagrangian interpolation
method described in §5.2. In this case, usually only a single iteration of Newton’s method
is required after the first few steps in the sequence. The computation bottleneck of this
method is performing sparse linear solves on the 58112× 58112 matrix A once per Newton
iteration. The solve for the first Newton iteration requires about 15 seconds on 4 processors
and solves for subsequent Newton iterations require about 8 seconds, since we may reuse the
row permutation used for the first solve.

Once we have computed a steady state solution, we may apply the ARPACK software
to compute the smallest eigenvalues of A. ARPACK requires the user to choose the number
of eigenvalues to compute and to choose the size of the Krylov subspace used to search for
the eigenvalues. These choices can affect whether the ARPACK algorithm converges and
how quickly. We find that searching for 80 eigenvalues with a Krylov subspace dimension
of 300 was most efficient, requiring approximately 460 sparse matrix solves. However, since
the matrix only needs to be factored once, each solve only takes 0.4 seconds. Thus the total
ARPACK algorithm completes in 184 seconds with 4 processors.

5.6 Bifurcations of the free spinning tire

Elastic case

Oden and Lin [24] discovered that for a free spinning elastic tire, the steady state solution
bifucates as the tire speed is increased. Given any tire speed ω, they found a radially
symmetric solution zω of the steady state problem. They provided evidence that below
a critical speed ωc, zω is the only solution to the steady state problem but for ω > ωc
the radially symmetric solution zω may bifurcate at speeds ωi, i = 1, 2, 3, . . . to a steady
state solution with i standing waves. As ω increases, the number of standing waves on the
stationary solutions decreases until a bifurcation into a two-peak or even one-peak solution is
found. The bifurcation points correspond to the Jacobian matrix of the steady state solution
problem (4.18) about zω, Ae[zω], becoming singular.

We observe the same phenomenon with our tire simulation, and in addition to observing
the singularity of Ae[zω] for certain values of ω, we follow eigenvalues of Ae[zω] as they
approach zero. In Fig. 5.8 we plot the smallest eigenvalues of the operator Ae[zω] as ω
varies. When ω < ωc, the eigenvalues are all purely imaginary. This is explained by the
Hamiltonian nature of the free spinning elastic tire described in §3.4. The operator Ae is
equal to the Jacobian of S̄H , so we may apply the result that if D2H̄ is positive definite
then the eigenvalues of Ae are purely imaginary. When ω = 0, the axisymmetric solution
is the identity configuration and we directly compute that D2H̄ is positive definite. As we
increase ω to ωc, we numerically observe that D2H̄ = J −1Ae remains non-singular, hence
positive definite. Thus we expect that the eigenvalues of Ae are purely imaginary, which our
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Figure 5.8: Plots of the smallest eigenvalues of Ae[zω]. Here ωc is near 210 Hertz.

eigenvalue computations confirm. For ω ≥ ωc, we do not necessarily expect purely imaginary
eigenvalues and in fact, we do observe eigenvalues with a real part. Eigenvalues with a real
component are discussed below shortly.

In the plot on the left of Fig. 5.8, we can see the smallest eigenvalues are bounded away
from 0 initially and then rapidly move toward 0 near 210 Hertz. At the point where they
collide with 0, Ae[zω] has a loss of rank, which indicates ωc. The plot on the right of Fig. 5.8
is a zoomed-in portion of the plot on the left. There we can see a series of Xs that increase
in frequency as we approach ωc ≈ 210 from the right. These Xs correspond to the i-peak
standing wave solutions found by Oden and Lin, and where the Xs cross zero indicates the
bifurcation speed ωi where Ae[zω] is singular. The sporadic eigenvalues not corresponding
to the Xs appear to be due the discretization of the equations and do not persist when the
mesh is refined. Occasionally these eigenvalues have a non-zero real component, but we do
not observe any of these eigenvalues with corresponding eigenvectors that are resolved by
our mesh. If we plot only the eigenvalues that correspond to the ωi, i = 2, . . . , 12, we obtain
Fig. 5.9. We denote these eigenvalues as λi(ω) with complex conjugate λ̄i(ω). Note that
λi(ωi) = 0. For each λi and λ̄i there is a complex conjugate pair of eigenvectors. We refer
to the eigenvectors as ei(ω) and we plot the real φ component of two of the ei in Fig. 5.10.

In addition to the standing wave eigenvectors with i peaks we discover other eigenvectors
which correspond to other bifurcation speeds. We plot these eigenvectors in Fig. 5.11
and note that these eigenvectors have more complexity in the radial direction than the
eigenvectors discovered by Oden and Lin. To investigate this, we note that the rotational
symmetry of our problem implies that eigenvectors must have a certain form. Since zω is
axisymmetric, Ae[zω] commutes with a family of rotation operators R(θ) defined by

R(θ)

(
φ̂(X)
ν̂(X)

)
=

(
R(θ)φ̂(RT(θ)X)
R(θ)ν̂(RT(θ)X)

)
. (5.3)

Hence any eigenvector ẑ = (φ̂, ν̂) of Ae associated to a distinct eigenvalue must also be an



CHAPTER 5. RESULTS 50

250 300 350 400 450 500 550 600

−60

−40

−20

0

20

40

60

ω (Hz)

im
a
g
in

a
ry

p
a
rt

E igenvalues corresponding to the ω i
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Figure 5.10: Plot of eigenvectors corresponding to ω12 and ω5. The plots are colored according
to the displacement from the reference configuration, with red being high displacment and
blue being little displacement.



CHAPTER 5. RESULTS 51

Figure 5.11: Plot of the real φ component of eigenvectors outside of the N -peak hierarchy
discoverd by Oden and Lin. The plots are colored according to the displacement from the
reference configuration, with red being high displacment and blue being little displacement.

eigenvector of R(θ) for all θ. This implies that ẑ = (φ̂, ν̂), written as a function of polar
coordinates, is of the form

φ̂(r, θ) = a1(r)ei(k+1)θ

[
1
−i

]
+ a2(r)ei(k−1)θ

[
1
i

]
ν̂(r, θ) = a3(r)ei(k+1)θ

[
1
−i

]
+ a4(r)ei(k−1)θ

[
1
i

] (5.4)

Here k is a fixed integer and the ai(r) are functions that depend only on the radial direction
r. Also, it can be verified that the above eigenfunction is invariant with respect to R(θ) for
θ = 2πn/k; hence the standing wave solutions with N peaks must be in the above form with
k = N or k = −N .

Given a numerically calculated eigenvector with N peaks, we can compute its Fourier
series in the θ direction. As expected due to (5.4), we observe that all Fourier modes
are 0 except for two modes: N ± 1 or −N ± 1. We repeat this computation for each
value of r to determine the functions ai(r). By plotting the ai we can compare the radial
complexity of different eigenvectors. As in the upper left plot in Fig. 5.12, we observe the
ai(r) corresponding to the ei have one local extremum. The ai(r) corresponding to other
eigenvectors has more radial complexity with 2, 3, 4 or more local extrema.

We find an N -peak hierarchy of eigenfunctions with ai having two local extrema. These
eigenvalues are denoted ei,2 with corresponding eigenvalues and bifurcation speeds denoted
by λi,2 and ωi,2, respectively. Fig. 5.13 shows the corresponding paths of their eigenvalues.
As in Fig. 5.11 and 5.12, we find eigenvalues with more radial complexity than the ei,2. This
suggests that the standing wave solutions may be described by a two-dimensional hierarcy
ei,j; where i is the number of peaks in the circumreferential direction and j is the number
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Figure 5.14: Plots of the smallest eigenvalues of A[zvω] in the viscoelastic case. Here ωvc is
near 285 Hertz.

of oscillations in the radial direction. It is an unresolved question whether the ωi,j converge
to ωc as i→∞ for fixed j or if perhaps there is a distinct critical speed for each j.

Viscoelastic case

Adding viscoelasticity to the free spinning tire changes the eigenvalue picture considerably.
We still find a single radially symmetric solution zvω for any tire speed ω, and we compute
the eigenvalues of the operator A[zvω], which we plot in Fig. 5.14.

One major difference between the eigenvalues in the elastic case (as in Fig. 5.8), is that
the Hamiltonian structure is destroyed and we no longer expect purely imaginary eigenvalues.
In fact, all of the eigenvalues we observe have a real component, there were no eigenvalues
passing through 0, and the matrix A[zvω] always remains non-singular. Thus we find no bifur-
cation speeds that lead to other steady state solutions. Yet there is still an event analogous
to the critical bifurcation speed from above, at which point the many eigenvalues approach
0, although they do not pass through 0. We call this speed ωvc , which is approximately 285
hertz.

We also observe eigenvalues of A[zvω], denoted λvi , which are analagous to the λi of the
elastic case. By “analagous”, we mean that the imaginary part of the λvi form Xs and the
corresponding eigenvectors, denoted evi , have a similar structure to the ei. Unlike the ei, the
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evi have a viscoelastic stress component which we plot in Fig. 5.15.
As was the case with the λi, the λvi correspond to a series of X’s in the imaginary

component of the eigenvalue plot. The X’s increase in frequency as we approach ωvc and we
call the speed where these X’s cross zero ωvi . However, the ωvi are not bifurcation speeds,
since their corresponding eigenvalues have a non-zero real component. Instead, we refer to
them as pseudobifurcation speeds. We plot these eigenvalues in Fig. 5.16, and obtain a very
similar picture to Fig. 5.9, with the addition of a real component.

As in the elastic case, we find eigenvectors and eigenvalues that do not correspond to the
standing wave eigenvectors with i peaks identified by Oden and Lin. This suggests there is
a two-dimensional hierarchy evi,j in the viscoelastic setting as well as the elastic setting.

5.7 Instability of the linear viscoelastic model

Perhaps the most noteworthy observation from Fig. 5.16 is that the real part of the λvi
increases as we increase ω until the real part is greater than zero at ωv3 , indicating an
unstable mode.

We perturbed the stationary solution corresponding to tire speed 461 Hertz ≈ ωv3 in the
direction ev3 and allowed the tire to evolve with this initial configuration. Surprisingly, we
observed the system exponentially gain energy to the point that our numerical time stepper
returned NaNs. We observed the same phenomenon with any initial condition evolved at
rotation speeds greater than approximately 420 Hertz.

Fig. 5.17 shows the exponential increase in elastic energy. To ensure that this nonphysical
behavior of the linear viscoelastic model was not caused by any numerical issues, Fig. 5.17
shows the energy for several mesh sizes. Reducing the time step size and refining the mesh
did not significantly affect the rate of exponential increase. We also repeated the experiment
with the elastic model using analogous initial conditions: zω perturbed in the direction e3

with tire speed ω = 470 Hertz ≈ ω3. Fig. 5.18 indicates that the elastic model shows no
increase in energy and that the numerical simulation shows no signs of instability. These
results provide evidence that it is the viscoelastic model itself that causes the nonphysical
exponential increase in energy.

We recall that our viscoelastic model was proposed by Govindjee and Simo [15], which
in turn is based on the theory of J.C. Simo [31]. The model of Simo is used in many finite
element programs and similar approaches are taken [17, 18]. That this viscoelastic model can
lead to increasing elastic energy is not as surprising if we consider the later work of Govindjee
and Reese, which points out some of the drawbacks of the model of Simo. Govindjee and
Reese note in [28] the linearity of the Simo’s model restricts its validity to strain states
near equilibrium and that it has not been proven that Simo’s model satisfies the 2nd Law
of Thermodynamics. At high speeds the strain state of our tire is far from equilibrium,
hence it is plausible that Simo’s model becomes invalid and leads to our observation of
exponentially increasing elastic energy. To address these issues, Govindjee and Reese [29]
proposed a nonlinear viscoelastic model which can be shown to satisfy the 2nd Law of
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Figure 5.15: Plot of eigenvectors corresponding to ωv12 and ωv5 . The plots on the top are
colored according to the displacement from the reference configuration, with red being high
displacment and blue being little displacement. The plots below are colored according to
the frobenius norm of the viscoelastic stress tensor.
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Figure 5.16: Plot of the real and imaginary components of the eigenvalues corresponding to
the ωvi . The leftmost X corresponds to ωv12 while the rightmost X corresponds to ωv3 .

Thermodynamics. We shall refer to this model as the nonlinear model and refer to Simo’s
model as the linear model, which we described in §2.7. We apply the nonlinear model to our
constitutive relations.

Recall the stored energy function Ψe from §2.6

Ψe =
κ

4
(I3 − log I3 − 1) +

µ

2
(1− s) (I1 − log I3 − 3) +

µ

2
s (I2 − 2 log I3 − 3) , (5.5)

which depends on the invariants I1, I2, I3 of C. In addition to Ψe, consider a second stored
energy function Ψv which depends on the invariants of an internal variable be, I

e
1 , I

e
2 , I

e
3 :

Ψv = ν
(κ

4
(Ie3 − log Ie3 − 1) +

µ

2
(1− s) (Ie1 − log Ie3 − 3) +

µ

2
s (Ie2 − 2 log Ie3 − 3)

)
. (5.6)

In the plane strain case that we consider, the internal variable be is a tensor on R2 and the

invariants Ie1 , I
e
2 , I

e
3 are obtained from the augmented tensor

[
be 0
0 1

]
.

As with the linear model, we can define the first Piola-Kirkhhoff stress tensor by

P = Pe + Pv , (5.7)
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Figure 5.17: The upper plot shows the elastic energy for the steady state solution to the
linear viscoelastic model perturbed in the direction of ev3. We repeat the calculation for
three mesh sizes. The discrepancy between the finer meshes is barely visible on the plot.
The lower plot shows the error when halving the time step for the finest mesh.

where Pe is given by ∂Ψe/∂F. In contrast to the linear model, Pv is now given by

Pv = 2
∂Ψv

∂be
beF

−T

= ν
(κ

2
(Ie3 − 1)I + µ(1− s)(be − I) + µs(Ie1be − b2

e − 2I)
)

F−T .

(5.8)

The model is complete given the dynamics for the interval variable be:

ḃe = `be + be`
T − 2V(τ e)be , (5.9)
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Figure 5.18: We plot the elastic energy for the steady state solution to the elastic model
perturbed in the direction of ev3. Unlike the viscoelastic case, the elastic energy does not
increase.

where

` = ḞF−1

τ e = 2
∂Ψv

∂be
be

V(τ e) = C1

(
τ e −

1

2
(tr τ e)I

)
+ C2

1

2
(tr τ e)I .

(5.10)

For positive constants C1, C2, it can be shown that for an evolution problem with free or
Dirichlet boundary conditions, the total energy E =

∫
BΨe +

∫
BΨv + ρR

2

∫
B ν · ν is non-

increasing.
C1 and C2 control the volumetric and deviatoric viscoelastic response, respectively. We

choose the constants C1, C2 so that the viscoelastic reponse for the nonlinear model approx-
imately matches that of the linear model. To compare the response of the two models, we
evolve two initial states with ω = 0: one the expands the tire and one that twists the tire.
The first state consists of an initial velocity that expands the tire radially. We then com-
pare the radial displacement on the edge of the tire given by the two models. The second
state consists of an initial velocity that twists the tire counterclockwise and we compare the
vertical displacement of a point on the rightmost edge of the tire. The two initial states are
intended to measure the volumetric and deviatoric viscoelastic responses, respectively.

We find that

C1 =
1

2µτ
C2 =

1

2κτ
(5.11)

gives very close agreement between the models for these initial states. In Fig. 5.19 and Fig.
5.20 we plot the results of these tests.

Given these choices of parameters, we evolve the nonlinear model under the same initial
conditions and tire speed used to produce Fig. 5.17 and observed no blow up. We plot the
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Figure 5.19: The top plot shows the radial displacement on the edge of the tire for the
expanding initial state for the two viscoelasticity models. The bottom plot shows the error
between the models. The error between the models is several orders of magnitude smaller
than the displacement so that only a single plot can be seen in the top panel.
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Figure 5.20: The top plot shows the vertical displacements of the rightmost edge of the tire
for the twisting initial state. The bottom plot shows the error between the models. The
error between the models is several orders of magnitude smaller than the displacement so
that only a single plot can be seen in the top panel.
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Figure 5.21: Plot of the elastic energy for the same initial condition as in Fig. 5.17, but
using the nonlinear model of viscoelasticity. Unlike the linear viscoelastic model case, the
elastic energy does not increase, on average.

evolution of the elastic energy according to the nonlinear model in Fig. 5.21. For a large
range of viscoelastic parameters, we observed blow up in the linear model, but never in the
nonlinear model.

We note that the nonlinear model fits into our entire numerical framework with no
significant changes or major computational expense. The storage requirements are identical
since instead of storing the symmetric matrix Q in the linear model, we store the symmetric
matrix be. There is a small percentage of extra computation due to the fact that the time
evolution of be depends nonlinearly on be, as opposed to the evolution of Q which is linear
with respect to Q. This is partially mitigated by the fact that the dependence of ḃe on φ
and ν is simpler than than dependence of Q̇ on φ and ν. Using the nonlinear viscoelastic
model, we are able to compute time periodic solutions of the treaded tire and find stationary
solutions.

In addition to computing time periodic solutions, we may also perform the same eigen-
value analysis with the nonlinear model as we did with the linear model in §5.6. Recall
that with the linear viscoelastic model we observed in Fig. 5.16 eigenvalues with steadily
increasing real part. Fig. 5.22 and Fig. 5.23 show the analogous picture for the nonlinear
model. We observe that the real part of the eigenvalues for the nonlinear model remains
negative and bounded well away from zero. The real part of an eignevalue associated with
an N -peak solution decreases as ω increases, which is the opposite of the behavior in the
linear model case.

We conclude that while the linear viscoelastic model works well for a large regime of tire
speeds, there are conditions under which it can lead to a nonphysical increase in the elastic
energy. The nonlinear model, which can be shown to satisfy the 2nd Law of Thermodynamics,
exhibits no nonphysical increase in elastic energy.
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Figure 5.22: Plot of the real and imaginary components of the eigenvalues corresponding to
the ωvi using the nonlinear viscoelastic model. The leftmost X corresponds to ωv12 while the
rightmost X corresponds to ωv3 . The real part of the eigenvalues is negative, bounded well
away from zero, and sloping downward.
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Figure 5.23: Rescaled version of the lower plot of 5.22, which shows the slope of the real
part of the eigenvalues.
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Chapter 6

Conclusions

We have described a framework to compute time periodic motions of a viscoelastic two-
dimensional tire rolling on a road and we have applied two algorithms, Levenberg-Marquardt
and Newton-Krylov, to find solutions. While the Levenberg-Marquardt algorithm is less
sensitive to the viscoelastic parameters, the Newton-Krylov method is more efficient and
scales well to large problems. Either of these methods can compute the motion and stresses
for a steadily rolling treaded tire, for which the stationary solution approach does not apply.
We are able to investigate the evolution of stresses along various points of the tire, such
as tread peaks and troughs, as they come in contact with the road. The time periodic
methodology naturally captures the fundamental oscillations of viscoelastic bodies.

Oden and Lin [24] discovered a class of N -peak standing wave stationary solutions for
the free spinning elastic tire. We discover a larger class of standing wave solutions that
display increasing radial complexity. Whereas Oden and Lin noticed N -peak standing waves
due to the linearized operator becoming singular, we follow the corresponding eigenvalues
that become 0. These eigenvalues are purely imaginary, which we prove for low speeds using
the Hamiltonian structure of the problem. We repeat our analysis with the addition of
viscoelasticity and discover that there are no standing wave solution bifurcations, but that
eigenvalues persist with corresponding eigenvectors analagous the N -peak standing waves.

These eigenvalues have a non-zero real part due to the viscoelasticity, and we observe that
at high tire speeds, the real part of these eigenvalues becomes greater than 0. This leads us to
discover that our viscoelastic model, based on the linear viscoelastic model of J.C. Simo [31],
can cause nonphsyical growth of the elastic energy of the tire. We implement a nonlinear
model proposed by Govindjee and Reese [29] for which the 2nd Law of Thermodynamics can
be proven. With this viscoelastic model, we do not observe any nonphysical growth and the
real part of the eigenvalues corresponding to N -peak standing waves remains negative. For
high tire speeds, we conclude that the nonlinear viscoelastic model is more appropriate.
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Appendix A

The linearized equations

Recall the linearized equations (2.52):∫
B

˙̂
φ · ζ =

∫
B
ν̂ · ζ∫

B
ρR ˙̂ν · η = −

∫
B

P̂ : Dη +

∫
Γe

ĥ · η∫
B

˙̂
Q : K =

∫
B

(
−1

τ
Q̂ + ̂̇Se) : K .

(A.1)

We explicitly compute P̂, ̂̇Se, and ĥ. We need several series of computations. The first
set culminates in the computation of P̂:

F̂ = Dφ̂

Ĉ = F̂
T
F + FTF̂

Î1 = 2(F : F̂)

Î3 = d̂et C = 2I3(F−T : F̂)

F̂−T = −F−TF̂
T
F−T

P̂e =
κ

2
(Î3F

−T + (I3 − 1)F̂−T)

+ µ(1− s)(F̂− F̂−T) + µs(Î1F + I1F̂− (FĈ + F̂C)− 2F̂−T)

P̂v = ν
(
F̂Q + FQ̂

)
P̂ = P̂e + P̂v .
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The second set of computations culminates in ̂̇Se:̂̇F = Dν̂̂̇C = ̂̇FT

F + Ḟ
T
F̂ + F̂

T
Ḟ + FT ̂̇F

Ĉ−1 = −C−1ĈC−1

̂̇
C−1 = −Ĉ−1ĊC−1 −C−1 ̂̇CC−1 −C−1ĊĈ−1

̂̇det C = d̂et C tr
(
C−1Ċ

)
+ det C tr

(
Ĉ−1Ċ + C−1Ĉ

)
̂̇Se =

κ

2

[
(̂̇det C)C−1 + ( ˙det C)Ĉ−1 + (d̂et C) ˙C−1 + (det C− 1)

̂̇
C−1

]
+ µ(1− s)

(
−̂̇C−1

)
+ µs

(
(tr ̂̇C)I− ̂̇C− 2

̂̇
C−1

)
.

Thirdly, we compute ĥ.

x̂2 = φ̂2

ĥ = −δγ′(−h− x2)x̂2e2 .

Recall for the nonlinear viscoelastic model of Govindjee and Reese, we have that

Pv = ν
(κ

2
(Ie3 − 1)I + µ(1− s)(be − I) + µs(Ie1be − b2

e − 2I)
)

F−T = τ eF
−1

ḃe = `be + be`
T − 2V(τ e)be .

We compute
˙̂

be and P̂v:

Îe1 = (b̂e : I)

Îe3 = Ie3(b−1
e : b̂e)

τ̂ e = ν
(κ

2
Îe3I + µ(1− s)b̂e + µs(Îe1be + Ie1 b̂e − (beb̂e + b̂ebe))

)
P̂v = τ eF̂

−T + τ̂ eF
−T

̂̀ = ̂̇FF−1 + ḞF̂−1

V̂(τ e) =
1

2µτ

(
τ̂ e −

1

2
(tr τ̂ e)I

)
+

1

4κτ
(tr τ̂ e)I

˙̂
be = ̂̀be + b̂e`

T − 2 ̂V(τ e)be

= (̂̀be + `b̂e) + (b̂e`
T + be

̂̀T)− 2(V̂(τ e)be + V(τ e)b̂e) .




